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Text S1. Analysis of K haplotypes. Signs of spatial expansion

Text S1 is devoted to independent analyses that confirm some claims made in our main paper. Therefore, the reader interested in details on the data or the model used in the main paper can jump directly to Text S2 or S5, respectively.

As explained in the Introduction of the main paper, and as we shall see in Text S2 below, haplogroup K was virtually absent in pre-Neolithic Europe, whereas numerous Early Neolithic farmers carry haplotypes belonging to this haplogroup. This leads to the hypothesis that haplogroup K spread demically with the Neolithic wave, and we have applied this hypothesis to build the simulations reported in the main paper. Note that while the Neolithic spread could have been partially cultural (in the sense that hunter-gatherers could have contributed K individuals to farmer populations), the spread of haplogroup K, if absent in the local hunter-gatherer populations, must have been purely demic (in the sense that hunter-gatherers did not contribute K haplotypes to farmer populations). Therefore, if haplogroup K spread demically with the Neolithic front, one would expect to find signs of demographic and spatial expansion in the diversity of K haplotypes found in the Early Neolithic populations.

Our database includes 56 Early Neolithic individuals presenting mitochondrial haplotypes identified as belonging to haplogroup K (see Supplementary Data S1-S2). For 55 of these individuals, at least part of the HVS-I region had been sequenced and the sequences were available in the respective sources cited in Supplementary Data S1 (the exception is sample deb29II, from the region ‘5 Western Germany LBK’, for which the sequence for the HVS-I region could not be determined1). The range shared by all sequences spans nucleotide positions 16106-16390. Because the HVS-II region is not sequenced for all individuals, and different authors test different coding region SNPs, in this section we shall apply our analyses over this HVS-I range (see Supplementary Data S7).

Therefore, in this section we shall study only the 55 Early Neolithic individuals in Supplementary Data S1 identified as presenting haplogroup K and for which the HVS-I region has been sequenced, and apply some statistical and phylogenetic analyses at the haplotype level to provide additional support to the hypothesis that haplogroup K spread demically with the Neolithic front. Our results will show clear signs of a recent expansion. Thus, given that haplogroup K was apparently absent from pre-Neolithic populations, and that there is no archaeological record of other large demographic movements close in time to our data, the most reasonable conclusion from our results is the assumption made in our main paper that haplogroup K spread into Europe with the Neolithic front.

1) Tajima’s D and Fu’s Fs neutrality tests
We have analyzed the 55 sequences of Early Neolithic individuals with haplogroup K using Arlequin 3.5 2 , and computed the results for two neutrality tests: Tajima’s $D$ 3 and Fu’s $F_s$ 4 . For nucleotide positions 16106-16390 we can identify 12 different haplotypes (see Table S1 below), and we obtain significantly negative values for both statistics, $D = -2.10171$ and $F_s = -11.69788$. A negative value of $D$ can be a result of selection, but it can also be due to a recent bottleneck or a process of population growth3, and a negative value of $F_s$ is often used as indicative of population expansion$^{4,5}$. 
Therefore, those results would be consistent with a recent process of demographic expansion\textsuperscript{3,6,7}, which is to be expected if we assume that haplogroup K spread demically with the Neolithic, so that farming populations underwent a process of demographic expansion.

<table>
<thead>
<tr>
<th>Haplotype</th>
<th>HVS-I polymorphisms (16106-16390) \textsuperscript{a}</th>
<th>Number of individuals</th>
<th>Regions found \textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>H01</td>
<td>T16224C T16311C</td>
<td>37</td>
<td>1, 2, 3, 4, 5, 6, 7</td>
</tr>
<tr>
<td>H02</td>
<td>T16311C</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>H03</td>
<td>T16224C T16311C C16366T</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>H04</td>
<td>T16224C T16311C G16290A</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>H05</td>
<td>T16189C T16224C T16311C</td>
<td>4</td>
<td>2, 3</td>
</tr>
<tr>
<td>H06</td>
<td>A16166G T16224C T16311C</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>H07</td>
<td>T16172C T16224C T16311C</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>H08</td>
<td>T16224C C16261T T16311C</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>H09</td>
<td>T16224C T16249C T16311C</td>
<td>2</td>
<td>4, 5</td>
</tr>
<tr>
<td>H10</td>
<td>T16209C T16224C T16311C</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>H11</td>
<td>T16224C T16311C G16319A</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>H12</td>
<td>T16224C T16311C T16362C</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

Table S1. K haplotypes in Early Neolithic regions.
\textsuperscript{a} Polymorphisms relative to rCRS \textsuperscript{8}.
\textsuperscript{b} Region numbers correspond to the geographical region labels used in all figures and the Supplementary Data.

The mitochondrial region that we have used may in principle present a limitation as it does not include the polymorphic site at 16093, often used to discriminate K1a sub-haplogroups. Therefore we have repeated the analysis over the HVS-I range 16056-16390 for the 46 samples such that this range is sequenced (thus we have had to leave out of the analysis the 6 samples from ‘1 Syria PPNB’, sample I0727 from ‘2 Anatolia’, and samples 1CH0102 and CSA152223 from ‘6 North-Eastern Spain Cardial’).

Using this reduced dataset we now obtain a value of Tajima’s D not significantly different from zero at the 95% CL, which would indicate neutrality of mutations, while Fu’s \( F_s \) is still significantly negative \( F_s = -7.90046 \). Because Fu’s statistic is especially sensitive to processes of population expansion\textsuperscript{4,5}, and since Tajima’s D is not positive in this analysis and neither in that in the previous paragraph, these results reinforce the proposal in our main paper that the observed diversity is the result of a demographic expansion, rather than of any possible process of background selection.

2) Haplotype diversity

The analysis of the evolution of haplotype diversity\textsuperscript{9} can also help in identifying processes of population expansion. Here we shall analyze the evolution of haplotype diversity over space to identify signs of geographical expansion, that is, a decrease in the diversity with distance from the assumed source (see e.g. reference \textsuperscript{10}).

Because of the low number of Early Neolithic individuals with haplogroup K in our database, to increase the significance of the samples in this section (and in the following sections) we have pooled the
samples from geographically close regions (namely, regions 4-5 in Germany, and 6-7 in Iberia). We have computed the regional haplotype diversity indices using Arlequin 3.5. The results (Fig. S1) show a general decreasing trend with distance from Syria (with the exception of Anatolia, which shows relatively low haplotype diversity), and are thus indicative of a geographical spread from Syria. This reinforces the conclusion in our main paper that haplogroup K spread.

The low haplotype diversity found in Anatolia is in fact consonant with the fact that most samples in Anatolia present haplotype H01 (Table S1), and could in principle indicate that the samples correspond to a single family unit. However, upon examining the source, this does not seem to be the case for three reasons: (i) the samples correspond to two different sites; (ii) the analysis of the whole mtDNA sequences performed by Matieson et al. does not seem to indicate that the individuals are directly related; and, more conclusively, (iii) they display different subclades of haplogroup K. Therefore, the low Anatolian diversity is probably due to the short nucleotide range that we are able to analyze in this study, as well as to sampling hazards. Similarly to Fig. S1, we expect the data from Anatolia will not follow the general trend in any of the regional analyses of mtDNA sequences performed in the next subsections. Below we shall find that this is indeed the case.

![Figure S1](image)

**Figure S1.** Haplotype diversity versus distance for Early Neolithic regions. This index shows a global decreasing trend, in agreement with a process of spatial expansion.
3) Mismatch distribution

The distribution of nucleotide site differences between pairs of individuals in a population can provide evidence of past demographic expansions undergone by this population\(^{12}\). Likewise, population range expansions can also leave similar traces in the distribution of pairwise genetic differences\(^{13-15}\), with spatial signatures that can vary depending on the demic or demic-cultural nature of the expansion process\(^{13}\).

Firstly, we have plotted the distribution of genetic differences including all 55 Early Neolithic individuals with haplogroup K, using the shared range of the HVS-I region 16106-16390. The result is shown in Fig. S2a. Because of the limitation of the analyzed range, the maximum number of differences is low, but the plot shows a distribution with a maximum close to zero differences, which would be consistent with a recent demographic or spatial expansion of the considered population (early Neolithic farmers with mtDNA haplogroup K)\(^{12,15}\).

As we have explained at the beginning of this section (Text S1), on the basis of the genetic evidence, in our simulations in the main paper we have assumed that haplogroup K spread demically with the Neolithic wave (because it was absent in European hunter-gatherer populations). In that case, one would in principle expect differentiated mismatch distributions of K haplotypes at different regions, with a maximum closer to zero in the case of populations located further away from the source, as shown by means of simulations by Currat and Excoffier (Figure 4.a-b in their results)\(^{13}\). In Figs. S2b-f we show the mismatch distributions for different geographical regions (to increase the significance of each sample, we have pooled geographically close regions 4-5 and 6-7 as in the previous subsection; Sweden cannot be analyzed here as it has only one individual with haplogroup K). The results, while clearly limited by the low number of individuals and analyzed nucleotide positions, do show a trend in which the maximum identified in Syria (Fig. S2b) moves closer to zero at geographically distant locations (again with the exception of Anatolia, which shows a peak closer to 0 differences than expected for a region close to the source). We conclude that the general trend observed in the distributions is as expected from previous simulations\(^{13}\) and can thus be interpreted as a result of a recent geographic expansion of individuals with haplogroup K. This agrees with our assumption that haplogroup K spread demically with the Neolithic front.
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Figure S2. Mismatch distributions for K haplotypes identified in all Early Neolithic samples (upper left) and in specific regions. The distributions have been obtained from mtDNA sequences for the HVS-I region at nucleotide positions 16106-16390. (a) includes all 55 early Neolithic individuals with haplogroup K, whereas (b)-(f) correspond to regional samples.

4) Mantel test

It is well-known that a process of geographic expansion leads to a strong increase of genetic distance with increasing geographic distance\textsuperscript{16,17}. For this reason, we have computed the pairwise genetic distance $F_{ST}$ between the Early Neolithic regional cultures (considering only K haplotypes) and performed a Mantel test\textsuperscript{18,19} to evaluate the correlation between genetic and geographic distance matrices\textsuperscript{16,20,21}. Genetic distances and Mantel tests were computed with Arlequin 3.5\textsuperscript{2} performing 10,000 permutations.

In order to increase the significance of each sample we have pooled the 55 Early Neolithic individuals presenting haplogroup K into six geographic areas (as done in the previous subsection): Syria, Anatolia, Hungary-Croatia, Germany, Iberia, Sweden.

Surprisingly, the results of applying a Mantel test to the genetic and geographic distance shows a very low matrix correlation value $R = 0.15$. Examining the data, the reason for this low value can be partially attributed to the fact that there is only a single K haplotype in Sweden, which in turn differs from all other K haplotypes analyzed, thus leading to a very high value of the genetic distance to other close regions. The sample from Sweden is also dated considerably later than the other samples (see Fig. 1 in the main paper), so the genetic distance could be due not only to geographical distance, but also to temporal distance (indeed, applying a Mantel test to genetic and temporal distances yields a much better correlation value $R = 0.67$). For this reason we have computed anew a Mantel test for genetic and geographic distances leaving Sweden out of the analysis, which leads an increases value of the correlation between matrices, $R = 0.45$. 


In Fig. S3 we have plotted the genetic versus geographic distances to Syria, in order to visualize the correlation between both distances\textsuperscript{20}. This plot shows that Anatolia diverges considerably from the overall behavior, similarly to the observation from the previous subsection where the mismatch distribution for Anatolia also diverged from our expectations. Thus we applied a Mantel test without Anatolia (nor Sweden), which leads to a much higher correlation value $R = 0.88$.

Therefore, we see that there is a spatial correlation with genetic distances, although the results when considering all regions are affected by the very late date for the sample in Sweden, and by the K samples from Anatolia, which seem to present a higher divergence than would have been expected. As mentioned when analyzing the haplotype diversity, this exception may be due to the low number of individuals and analyzed nucleotide positions in the data available at present.

![Figure S3. Genetic distances to the Syrian population versus geographic distances for Early Neolithic regions. The line corresponds to the linear fit without region 2 Anatolia. Note that these data correspond to the first column of the matrices of genetic ($F_{ST}$) and geographic distances used in the Mantel tests (Sweden is not included).](image-url)
5) PCA Analysis
Alongside the Mantel test, we can also test the correlation between genetic and geographic distances by performing Principal Component Analysis (PCA) on the K haplotypic data. We have performed PCA between groups using PAST 3.15 software\textsuperscript{22} for the different geographical regions (as in the previous subsections, we have pooled the data from geographically close regions).

We find that the first principal component (PC) explains a 63% of the variability between groups (the second PC explains a 22% of the variability), so below we plot the first PC against distance (Fig. S4). We see that, similarly to the results obtained above, there is a very clear spatial correlation between Syria, Hungary-Croatia, Germany and Iberia, while Anatolia (region 2) and Sweden (region 11) fall clearly out of this trend. There is a clear overall correlation between genetic differentiation and distance (Fig. S4), and this is consistent with the involvement of haplogroup K in the Neolithic demic flow.

![PC1 vs Distance](image)

**Figure S4.** Variation of the first principal component (PC1) with distance from Ras Shamra. The line corresponds to the linear fit obtained excluding regions 2 (Anatolia) and 11 (Sweden).
6) Network analysis
When a population undergoes an expansion process, it has been shown that phylogenetic network analysis leads to star-shaped genealogies. Figure S5 shows the median-joining network obtained with Network 5 software (www.fluxus-engineering.com) for the 55 Early Neolithic HVS-I sequences (nucleotide positions 16106-16390). The obtained results are clearly star-shaped, although to reinforce this observation we have computed the star index introduced by Torroni et al. to evaluate the stariness of a phylogeny. This index is defined as the relative frequency of pairs of sequences that coalesce at the assumed root (in our case, haplotype H01), and a value >0.95 is considered to reflect a highly star-like group. From the data in Table S1 we obtain that only 11 of the 1485 possible pairs of sequences do not coalesce at the root, thus the star index for the early Neolithic haplogroup K is 0.99. This indicates that we have indeed a very star-like phylogenetic network (in agreement with a process of population expansion), and that haplogroup K was involved in the Neolithic demic flow (as assumed in our main paper).

Figure S5 also provides a supplementary visualization to Table S1 above, which shows clearly that the most abundant haplotype is H01. This haplotype H01 is present in all regions but Sweden, while all of the other haplotypes are present in only one or two close regions (see Table S1). Therefore, haplotype H01 would have been carried on along the whole expansion, while other haplotypes might have appeared locally but not spread in the process of spatial expansion.

Figure S5. Median-joining network of K haplotypes present in Early Neolithic cultural regions. The nodes correspond to the haplotypes listed in Table S1 and their sizes are proportional to the number of individuals. The mutated nucleotide positions are indicated at the links.
7) Bayesian Skyline Plot

In this section, we have applied Bayesian coalescent inference to study the variation in time of the effective population of individuals bearing K haplotypes at the Early Neolithic front. We have generated a Bayesian skyline plot (BSP) for the Early Neolithic HVS-I sequences (positions 16106-16390) corresponding to individuals carrying K haplotypes, each one dated with its calibrated date (see Data S7). The BSP was generated using BEAST 2 and Tracer 1.6. The Markov chain Monte Carlo (MCMC) samples were based on a run of 40,000,000 generations, sampled every 40,000 generations, and with the first 10% discarded as burn-in. We used a JC69 substitution model (although using a HKY yields very similar results) and a strict clock with a mutation rate $1.62 \times 10^{-7}$, as reported by Soares et al. for the HVS-I region.

Figure S6 shows the BSP obtained for the Early Neolithic individuals presenting haplogroup K. Because the individual with haplogroup K in Sweden is dated about 2,000 yr later than the other Early Neolithic data (see Supplementary Data S7), we have not included Sweden in the results shown in Fig. S6. Figure S6 shows that the effective population size remains mostly stationary with a decreasing trend throughout the considered period. Whereas the Neolithic spread is associated with a process of population growth, we have seen in the main text (and we shall further discuss in Text S4) that the percentage of the population carrying K haplotypes decreased at the Neolithic front, thus a stationary evolution of the population size of haplogroup K is a reasonable result. In addition, while rapid population growth processes are often related to the retention of genetic diversity, stationary populations (Fig S6) have been related with a loss of haplotype diversity, in agreement with our observations from Fig. S1.

![Figure S6](image.jpg)

**Figure S6.** Bayesian skyline plot showing the evolution of the effective population size of K haplotypes in Early Neolithic groups through time. Sweden is not included because its single date is from 2,000 yr after the youngest extreme of the range in this figure. The solid and dashed lines indicate, respectively, the mean and median population sizes, and the shaded region corresponds to the 95% credibility interval.
Text S2. Mesolithic samples with haplogroup K

As explained in the main paper: (i) haplogroup K has been found in ancient farmers in many sites of Europe, as well as in Anatolia and the Near East; (ii) in contrast, no Western neither Central European hunter-gatherer has been found so far with haplogroup K before the Neolithic period; (iii) there are very few cases of hunter-gatherers with haplogroup K. For reasons (ii) and (iii), it is very reasonable to consider haplogroup K as virtually absent in pre-Neolithic Europe. Still more, there are even reasons to disregard the very few cases of hunter-gatherers with haplogroup K mentioned in point (iii). We explain these reasons in this section. Up to date, a total of 8 Mesolithic individuals with haplogroup K have been found. One is from Germany, four from Sweden, two from Greece and one from Georgia. We discuss them in turn.

One hunter-gatherer (OstorfSK28a) with haplogroup K (no subclade was reported by Bramanti et al.\textsuperscript{35}) was found in Ostorf, a Mesolithic site in northern Germany, and dated 3,200 cal BCE. However, as noted by Bramanti et al.\textsuperscript{35}, it is very remarkable that Ostorf is a Mesolithic enclave surrounded by farmers (of the Funnel-beaker culture). Moreover, Ostorf is precisely the single hunter-gatherer site where individuals with non-U mtDNA haplogroups were found\textsuperscript{35}. Thus, it is reasonable to consider the possibility that haplogroup K was introduced in Ostorf by interbreeding with farmers.

Four hunter-gatherers (Ire9, Fri28, GE76, Vis7B) have been found in Sweden (Pitted Ware culture, PWC) with subclades K1a and K1a1, and dated 3,200–2,400 cal BCE \textsuperscript{36,37}. Despite its hunter-gatherer economy, the PWC overlapped chronologically with farmers during almost a millennium, first of the Funnel-beaker culture (\textit{Trichterbecherkultur}, TRB) and later of the Battle Axe complex, a variant of the Corded Ware culture\textsuperscript{38,39}. This is why some authors refer to the PWC as 'Neolithic' hunter-gatherers\textsuperscript{40}. Thus it is again reasonable to consider the possibility that this small sample of hunter-gatherers with haplogroup K (4 of 32 PWC individuals) is due to interbreeding with contemporaneous farmers living in the same region.

Two hunter-gatherers (Theo1 and Theo5) displaying subclade K1c were discovered in Theopetra, a site in Thessaly (Greece) and dated 7,605–6,771 years BCE \textsuperscript{41}. However, subclade K1c (as well as subclades K2b and K2c) has been never found among Neolithic farmers to date. Thus these two Mesolithic individuals do not affect the subclades of haplogroup K that were presumably introduced into Europe by the Neolithic population wave of advance.

Similarly, a hunter-gatherer (Satsurblia) from Georgia (associated with the Epigravettian culture) has been dated 11,380–11,130 cal BCE \textsuperscript{42} and displays the K3 subgroup, which has been never found among Neolithic farmers to date.

In view of these considerations, current evidence makes it very reasonable to believe that haplogroup K or, more precisely, the subclades of haplogroup K that have been found in European Neolithic individuals (see Supplementary Data S1 for the complete list), were absent in Europe before the spread of farming, and were introduced there by incoming farmer populations of Near Eastern origin.
**Text S3. Neolithic individuals not included in the study**

In this work, we have gathered a database of all individuals from farming cultures dated between 8,000 and 3,000 calibrated years BCE for which the mtDNA haplogroup have been reported in the literature. We have grouped these individuals into regional cultures according to their geographical and cultural closeness, but we have only selected for further analysis (Fig. 1) the 26 regional cultures with more than 2 individuals (Supplementary Data S1). Therefore, we have discarded 5 individuals from the database. In particular, we discarded ‘Spain (Valencia and Alacant)’ with only two individuals\(^4^3\), and all data from Greece, because the one Early Neolithic individual is dated about 2,000 yr earlier than the two Late Neolithic individuals, and therefore they cannot be considered a single group (Supplementary Data S1).

Very recently, the first mtDNA data from ancient farmers in the southern Levant (Jordan and Israel) have been reported\(^4^4\). As mentioned in the main paper, we have not included them. The reason is that haplogroup K has been found in only 23% (3 of 13) PPNB/C individuals\(^4^4\), and this is substantially lower than the value 40% that we obtain for the Syrian PPNB sites\(^4^5\). If future studies (based on larger databases) confirm a low %K in the southern Levant, it may have several causes. One possibility is simply that, as suggested by the genetic analyses by Lazardis et al.\(^4^4\), the ancient farming population from the southern Levant did not lead to the Early Neolithic populations in the Near East and Europe. A second possibility is that a drift effect could have increased the %K during the spread of the Neolithic from the Southern Levant to northern Syria. This second possibility is an open issue and would, in any case, require a substantially more complicated model (based on additional assumptions), which is out of the scope of the present paper. Thus we consider ancient mtDNA data from Syria, Anatolia and Europe, which (as we have seen) do show a fairly gradual spatial decrease (i.e., a cline) in the %K, in agreement with our simple model. Admittedly, we expect that future work will lead to more general models that can describe more complicated clines.

**Text S4. Geographic cline of haplogroup K**

Similarly to Text S1, this section presents some analyses that are independent of the method used in the main paper but reinforce an important claim made in our study.

In the main text (Figs. 2-3) we have visualized the geographic cline of haplogroup K by representing its measured relative presence in different regions as a function of the great-circle distance to Ras Shamra (Syria), the oldest PPNB archaeological dating in reference\(^4^6\) (the great-circle distance is the shortest distance between two points on the surface of a sphere; in this case, on the surface of the Earth). This representation is the most effective option to take into account the effect of low samples (since we take into account the whole 80% CL range, plotted as error bars) and to compare the simulation results with the measured results (e.g., Fig. 3). However, it might not be the most intuitive way to understand the distribution of haplogroup K throughout the European continent. In Fig. S7 we have represented the locations of the 9 Early Neolithic regions used in Fig. 3, labeled with the percentage of population presenting haplogroup K, which we have interpolated using Ordinary Kriging with the software ESRI ArcGIS 10.4. The interpolation results show clearly that there is a spatial gradient on the presence of K haplogroup, both along the Mediterranean as well as along the interior spread route.
Figure S7. Spatial gradient of haplogroup K in Early Neolithic populations. Circles represent the location of the 9 Early Neolithic cultural regions shown in Fig. 3, labeled with the %K in each of them. The kirging interpolation shows the spatial decrease in the presence of K haplogroups away from Syria. Map created with ArcMap 10 and the Spatial Analyst 10 extension (http://desktop.arcgis.com/es/deskto/).

An alternative technique to detect the presence of a spatial cline is by studying the spatial autocorrelation of the data through a Moran’s I correlogram, as has been previously done to analyze geographic patterns from genetic data. When the data display a spatial cline, the correlogram should show a decreasing behavior, with positive autocorrelation at short distances and negative autocorrelation at long distances (i.e., nearby points are similar whereas distant points differ). On the other hand, a random spatial distribution of observed values (i.e., a non-clinal pattern) would display a flat correlogram with an expected value of Moran’s I given by (see reference, Eq. (13.6))

$$E(I) = -1/(N - 1), \quad (S1)$$

where $N$ is the number of data points (9 regions in our case, so $E(I) = -0.125$). Note that, for a random (thus non-clinal) spatial distribution of observed values, $E(I) \to 0$ if $N \to \infty$.

Figure S8 shows the correlogram obtained with PASSaGE 2 for the %K present at the same 9 Early Neolithic regions as in Fig. 3 and Fig. S7. We have grouped the great-circle distances between pairs of
regions into 6 distance classes (in agreement with Struge’s rule; equation 13.3 in reference 47), chosen so that there is an equal (or nearly equal) number of observations per class. The correlogram is significant over the entire range of classes (P<0.005 Bonferroni corrected47,50) and shows a clinal trend, as expected if there is a spatial gradient of the presence of haplogroup K. Repeating the same computation but using 6 distance classes of equal width, also yields a significant cline (results not shown; P<0.05 Bonferroni corrected).

Therefore, the results obtained here reinforce our conclusion from Figs. 2-3 that there is a spatial cline in the percentage of Early Neolithic farmers carrying haplotypes from haplogroup K.

Figure S8. Spatial correlogram for the presence of haplogroup K in Early Neolithic cultural regions. The dashed line shows the expected value of I under a random (i.e., non-clinal) spatial distribution, \( E(I) = -0.125 \), from equation (S1) (see reference 47, Eq. (13.6)). Black dots correspond to class-specific significant values. The correlogram is significant over the entire range of classes (P<0.005 Bonferroni corrected47,50) and displays a clinal behavior.
Text S5. Mathematical details of the computational model

The Fortran code for the model used in the main paper, and described below, is available as Program S1 at the journal web or at http://copernic.udg.es/QuimFort/2017_08_07r__Program_S1.zip.

As explained in the Materials and Methods section, the model runs on a grid of 50x50 km² square cells (180x120=18,360 cells). Elevation data from the SRTM30 near-global elevation model were used to determine the main type of terrain (inland, mountain, coast or sea) of each cell. For coast cells, one of the four nearest neighbors must be a sea cell, while inland cells cannot have a sea cell as one of its nearest neighbors. Neolithic and Mesolithic individuals can only inhabit inland or coast cells. Each of these cells can have a maximum farmer population of $P_{F,max} = 3,200$ individuals/cell, which includes farmers with and without haplogroup K (this value was computed from the ethnographic data on the maximum density, 1.28 individuals/km², and the area of the cell, 2,500 km²), and a maximum hunter-gatherer population $P_{HG,max} = 160$ individuals/cell (obtained from the ethnographic maximum density, 0.064 individuals/km²). Here we consider areas higher than 1,750 m above sea level as mountain barriers. However, the results are very similar changing the value of 1,750 m by other values, and also if neglecting mountain effects altogether, as previously observed for non-genetic simulations.

Each cell is assigned an initial population of farmers with haplogroup K, $P_N(x,y,t=0)$, farmers who do not have haplogroup K, $P_X(x,y,t=0)$ and hunter-gatherers $P_HG(x,y,t=0)$, as follows. Initially, $P_{HG} = 0$, $P_N + P_X = P_{F,max}$ at the cell with coordinates (112, 31) that contains Ras Shamra, the oldest PPNB site in Syria (the values of $P_N$ and $P_X$ will depend on the parameters used; see details in Text S7), and $P_{HG} = P_{HG,max}$, $P_N = 0$ and $P_X = 0$ at all other cells. Given these initial conditions, the model updates each of the three populations ($N, X, HG$) at every iteration (generation of 32 yr) $t = 1,2,3 \ldots$, according to three steps: dispersal, interaction, reproduction (changing the order of these 3 steps would yield the same results). Note that at any instant, the total farming population per cell is given by $P_F(x,y,t) = P_N(x,y,t) + P_X(x,y,t)$. Each of the three populations considered in the model would comprise several different haplotypes, but since we are only interested in there results at the haplogroup level, we do not further subdivide the population. All computations are performed using real values, though we expect that, in average, we would obtain the same results if we used a stochastic procedure to approximate them to integers at each of the following three steps of the process.

1) Dispersal

Under the reasonable assumption that farmers have the same dispersal behavior independently of their mtDNA haplogroup, in this step we apply the following rules to each of both subpopulations.

**Persistence.** A fraction $p_e$ of the subpopulation initially present at each cell remains in it ($p_e$ is called the persistence in demography). The rest (fraction $1 - p_e$) moves to other cells, as follows. In the model we use the mean value $p_e = 0.38$ obtained from ethnographic data.

**Land travel.** The farmers that move from a cell (which may be inland or coast) can travel by land to some of its four nearest neighbor cells. We could consider a set of more than two inland travel distances (0km and 50km in our model) and their corresponding probabilities, with all distances and probabilities
estimated from ethnographic data\textsuperscript{53,54}, but this would require substantially more computer time, and we expect it would lead to similar results (so we consider only the characteristic distance moved per generation according to ethnographic data, namely 50 km\textsuperscript{52}). As said above, Neolithic populations can only settle on inland or coast cells (mountain cells cannot be inhabited and act as barriers that cannot be penetrated; sea cells cannot be inhabited either, but allow individuals to travel by sea to other locations). Therefore, if none of the four nearest neighbors to an inland cell are mountains, each of the 4 inland or coast neighbors receives 1/4 of the population that relocates, i.e. a fraction $(1 - p_e)/4$ of the population at the initial inland cell. If one of the neighbors is a mountain, it acts as a barrier, and no population will move to this cell; as a result, each inland or coast neighbor receives a fraction $(1 - p_e)/3$. Similarly, if two of the nearest neighbors are mountains, each remaining inland or coast cell receives a fraction $(1 - p_e)/2$. In general, the fraction of the population that moves to each inland or coast neighbor is given by

\[ \frac{(1 - p_e)}{(4 - \#\text{mountain neighbors})}. \] (S2)

\textit{Sea travel.} Consider population leaving a coast cell. If only one of its neighbors is a sea cell, the fraction of the population that would travel by land to this cell (according to equation (S2)) travels by sea to other coast cells. If the initial coast cell has two sea neighbors, the fraction of the population that travels by sea is twice the value given by equation (S2), i.e. the number of individuals that would travel by land to both sea cells. In general, the total fraction of the population that travels by sea from a given cell is

\[ \frac{(1 - p_e) \cdot \#\text{sea neighbors}}{(4 - \#\text{mountain neighbors})}. \] (S3)

For example, if a coast cell has one sea neighbor, two coast neighbors and one mountain neighbor, according to equation (S2) each coast neighbor would receive a fraction $(1 - p_e)/3$ of the population in the origin cell, and, according to equation (S3), an equal fraction $(1 - p_e)/3$ would travel by sea. As another example, if a coast cell has two coast and two sea neighbors, according to equation (S2) each coast neighbor would receive a fraction $(1 - p_e)/4$ of the population in the origin cell, while now a fraction $(1 - p_e)/2$ would travel by sea, according to equation (S3).

Sea travel takes place in straight lines across the sea to other coastal cells within a given range. We select as sea-travel destinations all coastal cells within the sea-travel range (measured along straight lines), that can be reached following a linear route that crosses only sea cells; i.e. those coastal cells within line of sight across the sea (and within the maximum sea travel distance). Each possible destination receives an equal fraction of the population that travels by sea. Therefore, if there are for example 5 possible destinations, each one receives $1/5$ of the fraction of the population that travels by sea, which is given be equation (S3). In the simulation we use a sea travel range of 150 km. See Text S6 for details on how we determined this range.

We do not update the number of HGs at each node due to their dispersal, because the exchange of HGs between saturated cells has no effect (since the HG population lacks haplogroup K) and we assume that
they do not disperse appreciably into cells in which their number is lower than the saturation value (due to cultural transmission, see below).

2) Cultural transmission
After dispersal, in each cell there is a population of $P_{HG}(x, y, t)$ hunter-gatherers and a population of $P_F(x, y, t)$ farmers. As mentioned above, $P_F(x, y, t) = P_N(x, y, t) + P_X(x, y, t)$, with $P_N(x, y, t)$ the number of farmers who have haplogroup K and $P_X(x, y, t)$ the number of farmers who do not have haplogroup K. As mentioned in our main paper, for simplicity we consider only interbreeding (vertical transmission), but we would reach the same conclusions if we considered, instead, acculturation (horizontal/oblique transmission), or both interbreeding and acculturation (see Text S9 for a detailed justification of this point). Under vertical transmission, to determine the population that will conform the new generation, we have to compute the matings that take place between and within those 3 population groups, and then apply the reproduction step.

**Cross-matings between cultural groups.** We assume that children of cross matings between farmers and HGs are farmers, in agreement with ethnographic observations$^{55,56}$. The number of cross matings between HGs and farmers is then given by$^{57}$

$$\text{couples } HF = \eta \frac{P_{HG}(x, y, t) \cdot P_F(x, y, t)}{P_{HG}(x, y, t) + P_F(x, y, t)} \quad (S4)$$

where $P_{HG} + P_F = P_{HG} + P_N + P_X$ is the total population present at the cell, and parameter $\eta$ is the intensity of interbreeding$^{57}$. The value of the interbreeding parameter lies in the range $0 \leq \eta \leq 1$, with the case $\eta = 1$ corresponding to random mating ($\eta > 1$ would correspond to more cross matings that under random mating, which is not realistic for farmers and HGs according to ethnographic data$^{56,58}$ and, moreover, $\eta > 1$ can lead to $P_{HG} < 0$ for $P_{HG} \ll P_F$)$^{57}$.

Here we are interested in the genetics of the offspring. In order to compute this, we need to consider separately the matings of HGs and farmers who have ($P_N$) or not ($P_X$) haplogroup K. Therefore, we separate the number of matings given by equation (S4) into two terms,

$$\text{couples } HN = \eta \frac{P_{HG}(x, y, t) \cdot P_N(x, y, t)}{P_{HG}(x, y, t) + P_F(x, y, t)} \quad (S5)$$

$$\text{couples } HX = \eta \frac{P_{HG}(x, y, t) \cdot P_X(x, y, t)}{P_{HG}(x, y, t) + P_F(x, y, t)} \quad (S6)$$

Note that $\text{couples } HF = \text{couples } HN + \text{couples } HX$, since $P_F = P_N + P_X$.

Within each population, the number of individuals who do not take part in HN neither HX matings is given by

$$P'_{HG}(x, y, t) = P_{HG}(x, y, t) - \text{couples } HN - \text{couples } HX, \quad (S7)$$

$$P'_{N}(x, y, t) = P_N(x, y, t) - \text{couples } HN, \quad (S8)$$
\[ P'_{X}(x,y,t) = P_{X}(x,y,t) - \text{couples } HX. \]  

**Cross-matings between genetic groups of farmers.** Let us next compute the number of matings between farmer individuals of different genetic groups, i.e. between populations \( P'_N \) and \( P'_X \). Again, we can compute the number of mixed genetic couples using vertical cultural transmission theory. However, we have no reason to assume that farmers of a genetic group will have a preference for (neither against) mating with farmers of the same genetic group. Thus we apply random mating \((\eta = 1)\) \(^{57}\) for matings between farmers. Therefore, the number of \( NX \) matings is

\[ \text{couples } NX = \frac{P'_N(x,y,t) \cdot P'_X(x,y,t)}{P'_N(x,y,t) + P'_X(x,y,t)}. \]  

Note that we are indeed dealing with an equation equivalent to equation \((S4)\), although now the total population we are considering is just the farmer population that does not mate with HGs, i.e. \( P'_N + P'_X \). This completes the computation of the numbers of all possible cross-matings.

**Matings within groups.** All remaining individuals, i.e. those that do not mate with individuals of a different group, will mate with individuals of their group (individuals that do not mate are not explicitly considered, since their effect is already taken into account by the net reproduction rate used in the next step). In these cases, obviously there are 2 individuals of the same group per mating, and the corresponding numbers of matings are

\[ \text{couples } HH = \frac{P'_{HG}(x,y,t)_{HG}}{2}, \]  
\[ \text{couples } NN = \frac{[P'_N(x,y,t) - \text{couples } NX]/2,} { } \]  
\[ \text{couples } XX = \frac{[P'_X(x,y,t) - \text{couples } NX]/2.} { } \]

where we have taken into account that matings \( NX \) have 1 \( N \) individual and 1 \( X \) individual, so the number of individuals \( N \) (or \( X \)) in matings \( NX \) is equal to the number of couples \( NX \).

3) **Reproduction**

Finally, we apply reproduction to compute the new populations at each node a generation later. To do so we set the following rules. (i) Each couple will have \( 2R_{0,i} \) children, because \( R_{0,i} \) is computed per individual and there are two individuals per mating. However, the net growth rate \( R_{0,i} \) is different for farmers than for HGs \((i = F,HG)\). Ethnographic data indicate that the children of cross-matings with one HG parent are farmers\(^{55,56}\), thus we use \( R_{0,HG} \) for matings in which both parents are HGs, and \( R_{0,F} \) for \( HN, HX, NN, XX and NX \) matings. (ii) For each kind of mixed genetic matings \((HN and NX)\), in our simplest model we assume that the mother is \( N \) in 50\% of matings, i.e. that 50\% of the children from genetic mixed matings have haplogroup \( K \) (because mtDNA is inherited from the mother, and thus only the offspring from mothers bearing haplogroup \( K \) will have this haplogroup). Classical cultural transmission theory\(^{59}\) assumes that \( R_{0,F} = R_{0,HG} = 1 \) (no population growth) but this is not our case, because we are dealing with a population expansion of farmers, so their number increases and we used instead \( R_{0,F} = 2.45 \), obtained from ethnographic data\(^{54}\). Under assumptions (i) and (ii), the number of individuals of each population group the next generation is related to the numbers of matings as
\[ P_{HG}(x, y, t + 1) = R_{0,HG}[2 \cdot \text{couples } HH], \]
\[ P_N(x, y, t + 1) = R_{0,F}[2 \cdot \text{couples } NN + \text{couples } NX + \text{couples } HN], \]
\[ P_X(x, y, t + 1) = R_{0,F}[2 \cdot \text{couples } XX + 2 \cdot \text{couples } HX + \text{couples } NX + \text{couples } HN]. \]

where the factor 2 before the number of couples \( HH \), \( NN \) and \( XX \) comes from the fact that each of those matings leads, the next generation, to \( 2R_{0,i} \) individuals of the same group as their parents. Similarly, the factor 2 in front of the number of couples \( HX \) takes into account that each such mating leads to \( 2R_{0,F} \) farmers of genetic type \( X \) (with haplogroups different than \( K \)) the next generation. In contrast, each of \( NX \) or \( HN \) matings leads to \( R_{0,F} \) farmers of genetic type \( N \) and \( R_{0,F} \) farmers of genetic type \( X \), because of assumption (ii), so the factor 2 does not appear before the number of such couples. Finally, although this is not necessary to perform the simulations, we can relate the population numbers at generation \( t + 1 \) to those at the previous generation \( t \) by using equations (S7)-(S9) into equations (S11)-(S13), and the results into equations (S14)-(S16). This yields
\[ P_{HG}(x, y, t + 1) = R_{0,HG}[P_{HG}(x, y, t) - \text{couples } HX - \text{couples } HN], \]
\[ P_N(x, y, t + 1) = R_{0,F} P_N(x, y, t), \]
\[ P_X(x, y, t + 1) = R_{0,F}[P_X(x, y, t) + \text{couples } HX + \text{couples } HN]. \]

Besides this mathematical derivation of equations (S17)-(S19), it is also important to understand intuitively why, e.g., the number of couples \( NX \) does not appear in equations (S18)-(S19). The reason is that, although each \( NX \) couple implies that, e.g., one \( N \) individual less takes part in \( NN \) couples, i.e. that there are \( R_{0,F} \text{couples } NX \) individuals of type \( N \) less the next generation, this is compensated by the fact that 50% of the \( \text{couples } NX \) will also lead to individuals of type \( N \) (due to assumption (ii) above), thus contributing \( 0.5(2 \cdot R_{0,F} \text{couples } NH) = R_{0,F} \text{couples } NH \) individuals of type \( N \) to the next generation (remember that each couple has \( 2R_{0,F} \) children). For the same reason, \( NX \) couples do not appear in equation (S19), nor do \( HN \) couples appear in equation (S19). The latter do appear in equation (S19) because a \( HN \) couple does not imply that one \( X \) individual less takes part in \( XX \) couples, and thus its effect is not compensated. Couples \( HX \) do not appear in Eq. (S18) because all offspring of \( HX \) couples are farmers without haplogroup \( K \), i.e. they all belong to group \( X \) (not to group \( N \)). They appear in Eq. (S19) because, although each \( HX \) couple implies that one \( X \) individual less takes part in \( XX \) couples (i.e., \( R_{0,F} \text{couples } HX \) individuals less of type \( X \) the next generation), it also leads to \( 2R_{0,F} \text{couples } HX \) individuals of type \( X \) the next generation. We stress that equations (S17)-(S19) have been derived mathematically from equations (S11)-(S16), but we think that these explanations help to understand them intuitively.

If the number of individuals computed for some population group, cell, and time step is larger than its corresponding maximum (\( P_{F,\text{max}} = 3,200 \) individuals/cell or \( P_{HG,\text{max}} = 160 \) individuals/cell), then the simulation program sets it to the corresponding maximum value (this is applied, as in previous work\(^ {46,52} \), to avoid population densities above saturation, which would not be biologically realistic). If \( P_N + P_X > P_{F,\text{max}} \), then \( P_N \) and \( P_X \) are both multiplied by \( \frac{P_{F,\text{max}}}{P_N + P_X} \) so that the new values satisfy \( P_N + P_X = P_{F,\text{max}} \).
\( P_{F_{\text{max}}} \) and the proportion \( \frac{P_N}{P_X} \) does not change. In equations (S14)-(S19), as in previous work\(^{46,52}\), we do not use a logistic growth function because it could lead to negative population numbers due to the fact that we are dealing with finite-difference equations (not with differential equations)\(^{52,60}\). The solution of a logistic growth function (as applied in previous works\(^{53,54}\)) could be another alternative to avoid this problem, but we expect that it would yield similar results, so we do not apply it for mathematical simplicity.

**Text S6. Estimation of the characteristic sea-travel distance from archaeological data**

Previous work has shown the importance of long-distance sea travel in the spread of the Neolithic along the Mediterranean coast\(^{46,61,62}\). For this reason, our simulations include sea travel as a separate dispersal mechanism, in addition to inland travel. As in previous research by several authors\(^{52,54,55,63}\), we have estimated the characteristic distance of inland travel (50 km per generation) from ethnographic data for preindustrial farmers\(^{52,55}\). Sufficiently detailed ethnographic data for sea travel distances of preindustrial farmers are unfortunately unavailable. In spite of this, we have estimated the characteristic distance of sea travel in the following way. Similarly to previous work\(^{46,62}\), we have required that the arrival times of the Neolithic at several regions along or near the Mediterranean (as predicted by our simulations) agree with that of the oldest archaeological data in each region, and that the spread routes correspond with those implied from archaeological data. In the simulations, sea travel takes place toward all coastal cells that can be reached in a straight line across the sea within a certain range.

For the sake of clarity, we stress that the genetic data available (Supplementary Data S1) do not necessarily correspond to the earliest Neolithic sites in each region. The reason is that the genetic data, i.e. the individuals whose mtDNA haplogroup has been determined, have later (in some cases, substantially later) dates than those of the first Neolithic sites. Therefore, in order to compare to the arrival time obtained from our simulations, we cannot use the genetic dates. Instead, we have to use the observed arrival time of the Neolithic (i.e., the oldest archaeological data of Neolithic sites in the region considered). In Fig. S9, black squares correspond to the arrival dates of the Neolithic in the eight regions where we have the oldest genetic data. Note that in the main paper, Fig. 1, each square gives the time and distance of the oldest Neolithic genetic data in a region, whereas in Fig. S9 each square gives the time and distance of the oldest Neolithic archaeological site in that region (for this reason, the dates and distances in Figs. S9 and 1 are different). The information of the dates used in Fig. S9 is listed in its caption and in Supplementary Data S4.
Figure S9. Estimation of the characteristic sea-travel range. Black squares: 1 oldest dates of the PPNB culture in Syria (Ras Shamra, 8,233 cal BCE \(^{46}\), recall that PPNB is the Near-Eastern Neolithic culture that later spread into Europe \(^{46}\)); earliest Neolithic dates in: 2 Anatolia (Hayaz Höyük, 7,361 cal BCE \(^{46}\)), 3 Hungary-Croatia Starčevo (Gudnja, 6,044 cal BCE \(^{46}\)), 4 Eastern Germany LBK (Dresden-Prohlis, 5,920 cal BCE \(^{46}\)), 5 Western Germany LBK (Eilsleben, 5,811 cal BCE \(^{46}\)), 6 North-Eastern Spain Cardial (Forcas, 5,661 cal BCE \(^{64}\)), 7 Spain Navarre (Aizpea [at Basque Country], 5,357 cal BCE \(^{64}\)), and 8 Portugal coastal Early Neolithic (Vale Pincel I, 5,620 cal BCE \(^{64}\)). White symbols show the corresponding arrival times of our simulations with no sea travel (circles) and with sea travel of up to 50 km (up triangles), 100 km (down triangles), 150 km (crosses) and 200 km (rhombuses). The vertical axis is the time elapsed since the start of the simulations (8,233 BCE), measured in generations (1 generation = 32 yr \(^{51}\)).

We have performed our simulations with origin at Ras Shamra (oldest PPNB site in Syria) and different sea-travel ranges, assuming no population interaction. In Fig. S9 we show these results as white symbols, which correspond to our simulations with no sea travel (circles) and with sea travels up to 50 km (up triangles), 100 km (down triangles), 150 km (crosses) and 200 km (rhombuses). The arrival time of the Neolithic into a cell is recorded by the simulations as the generation when the farmer population of the cell reaches about a 10% of its maximum (this seems a reasonable percentage because it is unlikely that the archaeological record corresponds to the earliest farmers per region, and this values is close to the minimum size required for a human reproductive network to be viable \(^{65}\); however, changing this percentage would not change our conclusions). We can see in Fig. S9 (and in Supplementary Data S4) that apparently the best agreement between archaeological data (black squares) and the simulations is attained for sea travels up to 100 km (down triangles), since it provides a lower divergence between...
results. However, the results for this sea-travel range present two problems. (i) Simulations with sea travels up to 100 km arrive to regions 5, 6 and 8 later than the archaeological earliest data, which means that these results cannot really explain the earliest Neolithic evidences known, since the model arrives too late. (ii) A very important limitation of considering sea travels up to 100 km is that southern Italy is reached from the North (Fig. S10a), which is inconsistent with the archaeological dates that indicate very clearly that southern Italy was reached by sea from Albania or Greece (see Fig. 6 in reference 46). In contrast, if we consider sea travels up to 150 km: (i) all regions are reached by the time of the earliest archeological date (see Fig. S9 and Supplementary Data S4). (ii) Crucially, southern Italy is appropriately reached before northern Italy through sea travel from Albania (see Fig. S10b). This is due simply to the fact that, in the simulation grid, the distance between the centers of the closest 50x50 km cells in Albania and Southern Italy is between 100 km and 150 km, so sea travels of at least 150 km are necessary for the front to enter Italy by this route. For reasons (i) and (ii) above, we consider that the best results are attained with sea travels of up to 150 km. It is interesting that the same result (i.e., 150 km) had been obtained previously by comparison to hundreds of individual sites (table 1 and Fig. 8 in reference 46). More detailed models, e.g. with a different sea travel distance in the Western than in the Eastern Mediterranean could be considered, but we expect that they would not change our main result (namely, that the cline of haplogroup K implies that few farmers were involved in cultural diffusion).

Figure S10. Predicted Neolithic arrival times computed with no interaction and for sea travel ranges of 100 km (a) and 150 km (b). White areas correspond to mountains, and the colors give the intervals of generations elapsed since the start of the simulations in Ras Shamra (Syria). Note that including interaction (cultural transmission) would not change the conclusion that the front enters Italy from the North in (a) and from the South in (b). Maps created with ArcMap 10 and the Spatial Analyst 10 extension (http://desktop.arcgis.com/es/desktop/).
**Text S7. Implementation of the genetic initial conditions in the simulations**

In order to compare the percentages of haplogroup K (%Ks) from our simulations to those from genetic data, we have to compute the %Ks from the simulations at the times of the genetic data (as given in the caption to Fig. S11), i.e. at the time when the fraction of ancient farmers bearing haplogroup K is known for each region (not at the time when the Neolithic arrived to it, which is obviously older and is given in the caption to Fig. S9).

**Figure S11.** The lines are the model predictions when applying 40%K at the time of the oldest PPNB/C archaeological data in Syria (8,233 cal yr BCE). Symbols (with error bars) correspond to the observed percentages of haplogroup K in the 9 oldest regional cultures. Lines are the results from the simulations for different values of the interbreeding intensity $\eta$. The lines have been plotted by joining the simulation results for each of the 9 regional cultures (at its average location and date of its individuals). Here and in the rest of figures, for each regional culture, the date used to compute the results of the simulations is not that of the regional arrival of farming (as in Fig. S10) but the average date of the ancient individuals whose mtDNA haplogroup is known. In this way, we can compare simulated and observed %Ks. The regional cultures (and their average dates, as calculated in Supplementary Data S1) are: 1 Syria PPNB (7,258 cal yr BCE), 2 Anatolia (6,243 cal yr BCE), 3 Hungary-Croatia Starčevo (5,675 cal yr BCE), 4 Eastern Germany LBK (5,125 cal yr BCE), 5 Western Germany LBK (5,115 cal yr BCE), 6 North-Eastern Spain Cardial (5,286 cal yr BCE), 7 Spain Navarre (4,941 cal yr BCE), 8 Portugal coastal Early Neolithic (5,184 cal yr BCE) and 11 Sweden (2,802 cal yr BCE). The lines show the results of the simulations assuming that the %K in the Syrian region with PPNB sites was 40% at 8,233 cal yr BCE. However, according to the ancient DNA data available, this happened about 1,000 yr later (at 7,258 cal yr BCE). The problem is that in this figure, we do not obtain a 40% of haplogroup K in Syria at 7,258 cal yr BCE (see the values of the lines at region 1) except if $\eta = 0$ (no interbreeding and, therefore, no cline). In the main paper we applied a different implementation of the initial conditions to avoid this inconsistency (see Fig. S12).
As explained in the main paper (Materials and Methods), we began our simulations at the date and location of the oldest Syrian PPNB site, namely Ras Shamra at 8,233 cal yr BCE \(^{46}\). Since this location is only about 150 km away from the average location of the Syrian sites with available mtDNA data, at first sight one might expect that we could directly apply the value (40%K) measured at the latter (Supplementary Data S2-S3, estimated from the data reported by Fernández et al. \(^{45}\)) also as initial genetic conditions at Ras Shamra. However, if we did so, we would obtain the results shown in Fig. S11. Note that in this figure the %K of PPNB Syrian sites (region 1) is not 40% but lower (except if \(\eta = 0\)).

There are two reasons for this. The less important one is that the cell where we record the genetic information, located at the average location of the PPNB Syrian individuals in Supplementary Data S1, is 4 land-travel steps (50 km each) away from the origin of the simulation (i.e., the cell that contains Ras Shamra). Therefore, there is some interbreeding between the farmer population expanding from the original cell and the hunter-gatherer populations (which lack haplogroup K) at those other 4 cells. However, the most important reason is that the simulation starts at 8,233 cal yr BCE (the date of Ras Shamra) but we compute the simulation results (lines in Fig. S11) for Syria (region 1) at 7,258 cal yr BCE (because 7,258 cal yr BCE is the average date of all PPNB individuals whose mtDNA haplogroup is known in this region, as computed in Supplementary Data S1 from the data in reference \(^{45}\)). Therefore, the fact that the %K in region 1 in Fig. S11 is below 40% (except if \(\eta = 0\)) is mostly due to interbreeding between farmers and hunter-gatherers during the 1,000 yr elapsed since the beginning of the Neolithic (8,233 cal yr BCE) until the time when we have genetic data to compare to the simulations (7,258 cal yr BCE). Note that the decrease in %K in region 1 (Fig. S11) is larger the more intense the interbreeding (i.e. the higher the value of \(\eta\)), as it should.

In order to avoid this inconsistency, i.e. in order to avoid values of the percentage of haplogroup K below 40% at region 1 at time 7,258 cal yr BCE (lines in Fig. S11, region 1), we repeated the simulations by finding (by trial and error), for each value of \(\eta\), an initial value (at time 8,233 cal yr BCE) for the %K in the starting cell (Ras Shamra) higher than 40% and such that the simulations yielded 40% of haplogroup K in region 1 at time 7,258 cal yr BCE (in agreement with the genetic data\(^{45}\)). The results are shown in Fig. S12, which is the same as Fig. 3 in the main paper. Note that, as opposed to the results in Fig. S11, by taking into account the time lag between the first archaeological and genetic evidence, in Fig. S12 all lines predict a 40% of haplogroup K in region 1 (at 7,258 cal yr BCE), in agreement with the genetic data (Supplementary Data S1-S3) reported by Fernández et al. \(^{45}\). Therefore, in Fig. S12 the observed genetic initial condition (40%K in region 1, i.e. Syria) has been applied at the correct time (7,258 cal yr BCE). In contrast, in Fig. S11 the same genetic initial condition has been applied, but at an incorrect time (8,233 cal yr BCE).
Figure S12. This figure is the same as Fig. 3 in the main paper. The lines are the model predictions when applying the adequate %K in Syria at 8,233 cal yr BCE to obtain a 40%K in Syria (region 1) at 7,258 cal yr BCE. Thus this figure shows the results of the simulations (lines) assuming that the percentage of haplogroup K in the Syrian region with PPNB sites was 40% at 7,258 yr BCE, in agreement with the ancient DNA data (symbol for region 1; percentage computed in Supplementary Data S1-S3 from the genetic data by Fernández et al. 45). Compare to Fig. S11, where the %K at the initial cell is assumed to be 40% at 8,233 yr BCE instead. The regional cultures and dates are the same as in Fig. S11.

In all of our simulations, the maximum population density is 3,200 individuals/cell (see Text S5). Therefore, the initial genetic condition that at 7,258 cal yr BCE we had a 40%K in Syria (region 1) means that 1,280 of the 3,200 early farmers in this cell have haplogroup K. However, in the genetic dataset (Supplementary Data S1) we only have 6 of 15 individuals carrying K haplotypes, a value considerably lower than in our simulations. Unfortunately, we have not been able to find further aDNA data for Early Neolithic individuals in Europe to improve our dataset (beyond the 15 individuals reported by Fernández et al. 45, already included in Supplementary Data S1). To check the representativeness of the dataset used, we have repeated our simulation but now using as initial genetic conditions the two extreme values (maximum and minimum) of the 80% CL error bar (note that the error bars have been computed, using the bootstrap method, precisely to take into account the small size of the available samples; see Text S10).
We have first repeated the computations in Fig. S12 (or Fig. 3) but using as initial %K in Syria (at 7,258 yr BCE) the lowest extreme of the error bar (the lowest extreme of the 80% CL range), i.e. 26.67%K, as shown in Fig. S13. Under these initial conditions we see that now the best fit between model and data is obtained for \( \eta = 0.01 \), since it is the value of the cultural transmission parameter for which the modelled results cross most of the error bars (in fact, all of them except ‘2 Anatolia’). Assuming a lower intensity of cultural transmission would yield a better prediction for Anatolia, but then the predictions would fall out of the measured range for the regions furthest from the origin. Therefore, if we initially had a 26.67%K in Syria (i.e, about 850 of the 3,200 early farmers), the observed cline could be explained assuming \( \eta = 0.01 \), an intensity of cultural transmission lower than the value \( \eta = 0.02 \) obtained when using the mean %K measured for Syria. This is as expected because a lower value of \( \eta \) leads to a smoother cline.

Figure S13. Model predictions when applying as initial genetic conditions in Syria (region 1) the lower extreme of the error bar of the observed %K (this is why the % in region 1 is not 40% but lower). This figure shows the results of the simulations (lines) assuming that the %K in the Syrian region with PPNB sites was 26.67% at 7,258 yr BCE, computed from the aDNA data as the lower extreme of the 80% CL bootstrap range (error bar for region 1; range computed in Supplementary Data S6 from the genetic data by Fernández et al. (45)). A good agreement with the data is obtained for \( \eta \approx 0.01 \). The regional cultures and dates are the same as in Fig. S11.
On the other hand, when we consider as initial genetic condition in Syria the upper extreme of the 80% CL range, i.e. 53.33%K, we see in Fig. S14 that the dashed line (η = 0.02) overestimates the percentage of the farmer population with haplogroup K at the regions furthest away from the origin. Thus, the intensity of cultural transmission needed to explain the cline is now higher than η = 0.02 (also as expected). The cline for η = 0.03, shown in Fig. S14 correctly predicts the observed percentages at the more distant populations (although it slightly underestimates the %K at regions 4 and 5). Therefore, the level of cultural transmission needed to explain the observed cline when assuming a 53.33%K in Syria at 7,258 BCE (i.e., about 1,700 of the 3,200 early farmers), is not higher than η = 0.03.

Thus, in summary, when considering the whole 80% CL range for the initial conditions, we have found that the observed genetic cline can be explained for intensities of cultural transmission in the range η = 0.01 – 0.03. Therefore, the conclusions in the main paper (that about 2% of farmers we involved in cultural transmission) is maintained (and refined by the range 2% ± 1%).

Figure S14. Model predictions when applying as initial genetic conditions in Syria (region 1) the upper extreme of the error bar of the observed %K (this is why the % in region 1 is not 40% but higher). This figure shows the results of the simulations (lines) assuming that the %K in the Syrian region with PPNB sites was 53.33% at 7,258 yr BCE, computed from the aDNA data as the upper extreme of the 80% CL bootstrap range (error bar for region 1; range computed in Supplementary Data S6 from the genetic data by Fernández et al.45). A good agreement with the data is obtained for η ≈ 0.03. The regional cultures and dates are the same as in Fig. S11.
Text S8. Understanding the minimum in the simulated clines

In Fig. S12 (i.e., Fig. 3 in the main paper), we observe that the curves obtained from the simulations have a local minimum for region 11, i.e. Sweden. Interestingly, a minimum in Sweden is also seen for the genetic data (squares and circle in Fig. S12). The general shape of the curves in Fig. S12 is easy to understand, as follows. As the distance (horizontal axis in Fig. S12) increases, we are considering regions further and further away from Syria (e.g., region 2 is Anatolia, region 3 is Hungary-Croatia, etc.). Since the time elapsed for the Neolithic front to reach a region tends to be larger the further away it is from Syria, there was more time for interbreeding between farmers and hunter-gatherers. This is why the percentage of haplogroup K (vertical axis in Fig. S12) tends to diminish with increasing distance (recall that hunter-gatherers lack haplogroup K).

We note in Fig. S12 (i.e., Fig. 3 in the main paper) that the tendency of decreasing percentage of haplogroup K with increasing distance from Syria is not always satisfied (there is a minimum in Sweden, region 11). The explanation of this subtle point is the following. As it is well-known, the Neolithic spread from Syria to Anatolia, then to Greece, and from there it followed two different routes. One was a Mediterranean route to Italy, France, Spain and Portugal. The other was a central/northern European route to Croatia, Germany, Denmark and Sweden. In order to see how this explains the minimum in Fig. S12, consider first a Neolithic front propagating along a coast. In this case, population dispersal can reach locations up to 150 km away (Text S6), measured in a straight line and across the sea (Materials and Methods in the main paper and Text S5). Now consider a Neolithic front propagating inland. In this case, dispersal is driven by jumps of about 50 km per generation (Materials and Methods and Text S5). Therefore, in order for the Neolithic front to travel a given distance, a coastal propagation obviously implies fewer jumps, i.e., fewer generations, and less time for interbreeding with hunter-gatherers than an inland propagation. Thus we should expect that a coastal propagation will lead, at a given distance, to a lower decrease of the percentage of haplogroup K (%K) than an inland propagation.

In Fig. S15 we have plotted the results of the simulations (for \( \eta = 0.02 \)) for the two routes mentioned above (i.e., the Mediterranean and the central/northern European ones) separately. Up to Greece, both routes are the same and thus lead to the same %K as a function of distance. However, after Greece the Mediterranean route is mostly coastal (to France, Spain and Portugal), in sharp contrast with the central/northern European route, which is mostly inland (to Germany, Denmark and Sweden). Thus the %K of the central/northern European route becomes smaller than that of the Mediterranean route, for the reasons argued in the previous paragraph (see the slope change in the central/northern European route after its coastal spread ends up in Trieste in Fig. S15).
Figure S15. Results of the simulations for $\eta = 0.02$ along two spread routes. This figure is similar to, e.g., Fig. S12 (i.e., Fig. 3 in the main paper), but instead of considering the regions for which the DNA of ancient farmers has been determined, here we consider several locations on the two main routes along which the Neolithic spread, namely the Mediterranean route (dashed blue line) and the central/northern European route (solid black line). Another difference with Fig. S12 is that both lines in this figure have been obtained from our simulations at a single time, namely 3,113 yr BCE (i.e., 160 generations after the departure of the wave of advance from Ras Shamra, Syria). We have chosen this time so that the Neolithic wave of advance has reached all of Europe. However, in order to make sure that this figure can be used to understand the minimum in Fig. S12 (in spite of having used a value of time different from those used in Fig. S12), we also include the following results at other times. Blue rhombuses are results at locations on the Mediterranean route obtained at the most recent genetic date on that route, i.e. at the time of the genetic data of Portugal in Fig. S12 (5,184 yr BCE or 95 generations). Empty circles are the results at locations on the central/northern European route obtained at the most recent genetic date on that route, i.e. at the time of the genetic data of Sweden in Fig. S12 (2,802 yr BCE or 169 generations). We can see that considering different times leads to almost the same results, so the explanation of the minimum in Fig. S12 remains valid.
Now that we have understood the shape of the curve for each route (Fig. S15), we can explain the minimum in Fig. S12, as follows. If in Fig. S15 we joined the three points Germany-Sweden-NE Spain, we would obtain a minimum. This is precisely the minimum in Fig. S12 (where regions 4-5 are again Germany, region 11 is Sweden, and region 6 is NE Spain). Thus, the minimum in Fig. S12 is due to the existence of two propagation routes for the European Neolithic. These are the Mediterranean and the central/northern European routes, which are respectively (for large distances) a coastal route (with high %Ks) and an inland route (with lower %Ks), as seen in Fig. S15. Hence, the minimum in Fig. S12 is a purely geographical effect, due to the presence of the Mediterranean Sea. Below we will check this last point in another way (namely, by showing that simulations without sea display no minimum). However, before doing so, it is important to consider several related issues.

Genetic data from modern populations display distinct clines along the Mediterranean and central/northern European directions, and it has been suggested that this difference may be due to the respective routes of Neolithic dispersal. Unfortunately, ancient mtDNA data are not yet numerous enough to distinguish whether both routes led to distinct ancient clines of haplogroup K or not. However, the presence of the minimum in Sweden, both according to the model simulations and to the data available (squares and circle in Fig. S12, i.e. Fig. 3 in the main paper), strongly suggests this possibility (see Fig. S15). Nevertheless, we cannot yet plot both observed clines (in contrast to the simulated ones in Fig. S15) due to the paucity of aDNA data available at present. Indeed, in Italy there are no mtDNA data from ancient farmers yet. In Greece, the mtDNA of only one early Neolithic individual is known. In many other regions, there are data only from a small number of individuals (Fig. 2).

In Fig. S15, at the beginning of the spread, e.g. in Syria, the %K of the rhombuses is higher than that of the circles. This is reasonable, because rhombuses correspond to the %K at an earlier time than circles, thus less interbreeding with HGs has taken place. Note that this decrease (from the rhombus to the circle) is lower in Anatolia or Greece than in Syria, because populations of farmers with higher %K than the local frequency arrive to Anatolia and Greece but not to Syria (the origin of the expansion). On the other hand, Portugal is the only region where the %K increases with time (rhombus and dotted line in Fig. S15), because populations with higher %K arrive from the North, the South and the East into Portugal (see Fig. S10b).

Sweden is the latest region in Europe where the Neolithic arrived, and therefore the region with most recent DNA data in Fig. S12. Since more time implies more interbreeding with hunter-gatherers, and therefore a larger decrease in the %K, we could expect that the presence of the minimum in Sweden in Fig. S12 is due to the fact that we have plotted the %K as a function of distance, not of time. In order to check this point, in Fig. S16 we plot the %K as a function of time (not of distance as in Fig. S12). We observe that a minimum still appears. However, now the minimum does not correspond to Sweden (as in Fig. S12) but to Portugal (Fig. S16).
Figure S16. Percentage of mtDNA haplogroup K, as a function of time. The data points correspond to the same 9 regional cultures which have been plotted as a function of distance in Fig. S12, namely: 1 Syria PPNB, 2 Anatolia, 3 Hungary-Croatia Starčevo, 4 Eastern Germany LBK, 5 Western Germany LBK, 6 North-Eastern Spain Cardial, 7 Spain Navarre, 8 Portugal coastal Early Neolithic and 11 Sweden. The error bars are the 80% CL for the %K (i.e., the same as in, e.g., Fig. S12 or Fig. 3 in the main paper). The lines join the results of the simulations for different values of the cultural diffusion intensity $\eta$. Note that, in contrast to Fig. S12, region 11 (Sweden) appears at the right-hand side, and region 8 (Portugal) in the middle of the plot, where the minimum is now located.

We can explain the minimum in Fig. S16, again in terms of the Mediterranean and central/northern European routes, as follows. In Fig. S17 we plot the results of the simulations (for $\eta = 0.02$) for the two routes separately but as a function of time (not of distance as in Fig. S15). Similarly to our explanation above of the minimum in Fig. S12 (from the two routes in Fig. S15), we note that a minimum would appear in Portugal (region 8) in Fig. S17 if we joined regions 6-8-4/5. This is precisely the reason why we now see a minimum in Portugal (region 8) in Fig. S16 (rather than in Sweden as in Fig. S12).
The fact that the minimum appears in Portugal if time is the horizontal axis (Figs. S16-S17) whereas it appears in Sweden if distance is the horizontal axis (Fig. S12) can be understood as follows. Note that the value of the vertical axis (simulated %K) for each regional culture is the same in Figs. S16-S17 as for the dashed line in Fig. S12. Regional cultures 4, 5 (Germany) and 11 (Sweden) appear to the left of culture 8 (Portugal) in Fig. S12 because their distances are lower (so the minimum is in Sweden). However, they appear to the right of culture 8 (Portugal) in Figs. S16-S17 because their dates are later (so the minimum is in Portugal), simply because the average dates of the ancient individuals whose mtDNA haplogroup is known are more recent for cultures 4, 5 and 11 than for 8.

**Figure S17.** Results of the simulations for $\eta = 0.02$, as a function of time, for the regional cultures in Fig. S16 located on the Mediterranean route (dashed blue line) and the central/northern European route (solid black line). In contrast to Fig. S15, here we cannot consider a single value of time (because here the horizontal axis is time, not distance). Thus we consider the same regions and their values of time as in Fig. S16 (the value of time in each region being equal to the average date of the individuals whose mtDNA is known). A minimum would appear in Portugal (region 8) if we joined regions 6-8-4/5. These are precisely the regions where the minimum also appears in Fig. S16. This explains the minimum in Fig. S16.
Finally, we checked in another way that the minimum of the percentage of haplogroup K is indeed due to the geography of Europe. We simulated the spread of the Neolithic and its genetic dynamics using, instead of a map in Europe, a homogeneous space, i.e., a grid with only land nodes (without any seas neither mountains), so that all individuals that change their residence move 50 km (this simulation can be performed by modifying only the grid and initial conditions in Program S1, but for convenience we have made all of the necessary files available at the journal web as Program S4, or at http://copernic.udg.es/QuimFort/2017_08_07r_Program_S4.zip). We run our simulations on a grid of the same size as the geographically realistic grid (180x102 cells of 50kmx50km each). For simplicity, we have set the origin of the spread at the same node and with the same initial genetic conditions as in Fig. S12 (for \( \eta = 0.02 \)) and Figs. S15-S17, namely, the node containing Ras Shamra, which has coordinates (112, 31) and initially (8,233 cal yr BCE) a percentage of farmers with haplogroup K equal to 42.2%K, which is the percentage needed in the previous simulations (in real geography) so that the 40%K in 1 Syria is correctly predicted at 7,258 cal yr BCE when \( \eta = 0.02 \) (see Figs S12 and S16-S17). In Fig. S18 we show the results of our simulations for \( \eta = 0.02 \) at the same cells used in the previous figures (e.g. Fig. S12), which we have labelled accordingly. However, since we are now dealing with homogeneous space, the results do not really correspond to the regional cultures in the previous figures (e.g., “1 Syria PPNB” or “11 Sweden”), but to points located at the same radial distance from the origin as them, for which we have computed the %K at 200, 500 and 900 generations after the beginning of the spread (Fig S18). For clarity we mention that in the node corresponding to the average location of region ’1. Syria PPNB’, i.e. node (115, 32), we find at 7,258 cal yr BCE a percentage equal to exactly 39.98% in real geographies (Fig. S12 for \( \eta = 0.02 \) and Figs. S16-S17 ) and 39.91% in homogeneous space (i.e., about 40% in both cases). However, in Fig S18 (homogeneous space) we obtain for the upper line about 36% (rather than 40%) because this result is after 200 generations (whereas the percentage 40% is obtained at 7,258 cal yr BCE, i.e. 30 generations after 8,233 cal yr BCE). For a Neolithic wave spreading in homogeneous space, we simply expect that the percentage of haplogroup K will diminish with increasing distance, and that this cline will gradually disappear as time passes (both features being due to interbreeding). This is precisely what can be observed from our simulations in Fig. S18, but most importantly, in contrast with Fig. S12, there is no local minimum in Fig. S18. Thus the minimum in, e.g., Fig. S12 indeed arises due to the presence of the Mediterranean sea in Europe, which leads to the existence of two expansion routes with differentiated dispersal behavior, namely the central/northern European route (which is mainly inland and has thus jumps of 50 km per generation) and the Mediterranean one (which is mainly coastal and has thus jumps of up to 150 km per generation).
**Figure S18.** This figure shows the results of the simulations (for \( \eta = 0.02 \)) without seas neither mountains in the simulation grid. We have set the start of the spread at the same cell and initial genetic conditions as in Figs. S12 and S15-S17, and the simulated results plotted correspond to the same cells as the cultural regions in Figs S12-S14 and S16-S17 (labelled accordingly in the figure) but at 200, 500 and 900 generations after the origin of the spread. As expected, the %K decreases with increasing distance from the origin of the spread, and the cline is gradually erased with time (1 generation=32 yr\(^{51}\)). In contrast to the line in Fig. S12 for \( \eta = 0.02 \), no minimum appears here (homogeneous space). This confirms that the minimum in, e.g., Fig. S12 (which is the same as Fig. 3 in the main paper) is a purely geographical effect, due to the existence of the Mediterranean sea.

**Text S9. Horizontal/oblique transmission**

All models in the main paper and other sections in this Supplementary Information use the equations of vertical transmission, i.e. interbreeding between farmers and hunter-gatherers. In this section we show that the conclusions would not change if we considered, instead, acculturation, i.e. learning of agriculture by hunter-gatherers from farmers of the same generation (horizontal transmission) and/or the previous one (oblique transmission).
Vertical transmission leads to the following new population numbers (in each spatial cell) after one generation (see equations (S17)-(S19)),

\[
P_{HG}(x,y,t + 1) = R_{0,HG}[P_{HG}(x,y,t) - couples HX - couples HN],
\]

\[
P_N(x,y,t + 1) = R_{0,F} P_N(x,y,t),
\]

\[
P_X(x,y,t + 1) = R_{0,F}[P_X(x,y,t) + couples HX + couples HN],
\]

where, for the cell considered, \(P_{HG}\) is the number of hunter-gatherers, \(P_N\) is the number of farmers who have haplogroup K, and \(P_X\) is the number of farmers who do not have haplogroup K. The numbers of mixed couples are given by equations (S5)-(S6), namely

\[
couples HN = \eta \frac{P_{HG}(x,y,t) \cdot P_N(x,y,t)}{P_{HG}(x,y,t) + P_F(x,y,t)},
\]

\[
couples HX = \eta \frac{P_{HG}(x,y,t) \cdot P_X(x,y,t)}{P_{HG}(x,y,t) + P_F(x,y,t)},
\]

and the total number of farmers in the spatial cell considered is \(P_F(x,y,t) = P_N(x,y,t) + P_X(x,y,t)\).

We can interpret the meaning of \(\eta\) by noting that for pioneering, low-density populations of farmers (\(P_N \approx 0, P_X \approx 0\) and thus \(P_F \approx 0\)), equations (S21)-(S24) for the special case \(R_{0,F} = 1\) (no net reproduction) lead to \(P_F(x,y,t + 1) - P_F(x,y,t) \approx \eta P_F(x,y,t)\), so that \(\eta\) can be interpreted as the relative increase in the number of farmers per generation due to interbreeding with HGs (i.e., the proportion of farmers that take part in vertical cultural transmission).

For horizontal/oblique transmission\(^{53}\), the first three equations are valid replacing the number of couples by the number of hunter-gatherers who learn farming (which we call converts and do not have haplogroup K, i.e. they belong to population X) from each population of farmers (X and N), i.e.

\[
P_{HG}(x,y,t + 1) = R_{0,HG}[P_{HG}(x,y,t) - converts HX - converts HN],
\]

\[
P_N(x,y,t + 1) = R_{0,F} P_N(x,y,t),
\]

\[
P_X(x,y,t + 1) = R_{0,F}[P_X(x,y,t) + converts HX + converts HN],
\]

where\(^{53}\)

\[
converts HN = f \frac{P_{HG}(x,y,t) \cdot P_N(x,y,t)}{yP_{HG}(x,y,t) + P_F(x,y,t)},
\]

\[
converts HX = f \frac{P_{HG}(x,y,t) \cdot P_X(x,y,t)}{yP_{HG}(x,y,t) + P_F(x,y,t)},
\]
Analogously to the paragraph below Eq. (S24), we can interpret the meaning of $C$ by noting that for pioneering populations of farmers ($P_N \approx 0$, $P_X \approx 0$ and thus $P_F \approx 0$), equations (S26)-(S29) for the special case $R_{0,F} = 1$ (no net reproduction) lead to $P_F(x,y,t + 1) - P_F(x,y,t) \approx CP_F(x,y,t)$, so that $C \equiv f/\gamma$ can be interpreted as the relative increase in the number of farmers per generation due to acculturation with HGs (which is the same, if $C < 1$, as the proportion of farmers that take part in horizontal/oblique cultural transmission)$^{53}$.

In the simple case $\gamma = 1$ (which corresponds to random copying of behavior between individuals$^{53}$), it is easy to see that $0 \leq f \leq 1$ (otherwise, $P_{HG}(x,y,t + 1)$ could become negative for $P_{HG} << P_F$). Then equations (S25)-(S29) for horizontal/oblique transmission are the same as equations (S20)-(S24) for vertical transmission, with $\eta$ replaced by $f$. Recall also that for vertical transmission $0 \leq \eta \leq 1$ $^{57}$. Thus, the same model as in the main paper can be used for horizontal/oblique transmission, instead of vertical transmission. Obviously, for horizontal/oblique transmission the conclusion (from Fig. 3, or Fig. S12) would be that $f = 0.02$ (instead of $\eta = 0.02$), i.e. that about 2% of new farmers join the pioneering farming populations per generation due to acculturation of hunter-gatherers (instead of due to interbreeding with hunter-gatherers) or, equivalently, that about 2% of farmers teach agriculture to a hunter-gatherer (instead of mating a hunter-gatherers).

A more general case is to consider both horizontal/oblique transmission (acculturation) and vertical transmission (interbreeding). In such an instance, the corresponding equations (as given above) should be applied sequentially in the simulations, in general with different values for parameter $f$ (horizontal/oblique transmission) and $\eta$ (vertical transmission). Accordingly, the equations are a bit more complicated, because vertical transmission makes the frequencies of parent and children different, so it must be taken into account explicitly that the teachers belong to the parental generation in oblique transmission but not in horizontal transmission (compare Eqs. (3.4.1) to (3.1.3) in Ref.$^{59}$). We do not perform such simulations, for the following reason. We have estimated the value of $\eta$ (namely $\eta \approx 0.02$) in Fig. 3 in the main paper, by assuming only vertical transmission. Alternatively, if we considered only horizontal/oblique transmission, we would estimate the same value for $f$ (i.e., $f \approx 0.02$). But if we considered a model with both kinds of transmission, we would have at least two independent parameters ($\eta$ and $f$), and we cannot estimate both of them univocally from the genetic data available (i.e., from the error bars in Fig. 3 in the main paper). However, we next show that the conclusions in the main paper would not change under such more complicated models. Clearly, values $\eta \approx 0.02$ and $f \approx 0.02$ or higher would yield more cultural transmission than the case considered in the main paper (Fig. 3), i.e. $\eta \approx 0.02$ and $f = 0$. Therefore, for values $\eta \approx 0.02$ and $f \approx 0.02$ or higher, obviously the simulated cline will be too steep to be consistent with the genetic data (error bars in Fig. 3). Thus, we can assure that more complicated models (i.e., with both vertical and horizontal/oblique transmission) will be consistent with the genetic data only if $\eta < 0.02$ and $f < 0.02$ (more precisely, we should expect e.g. $\eta + f \leq 0.02$). These values are very small compared to the maximum possible ones (namely $\eta = 1$ and $f = 1$). Noting that, in regions where the first farmers arrived ($P_N \approx 0$ and $P_X \approx 0$), the equations above simplify to couples $HN \approx \eta P_N$, couples $HX \approx \eta P_X$ (for vertical transmission) and converts $HN \approx f P_N$, converts $HN \approx f P_X$ (for horizontal/oblique transmission), we can interpret the result above ($\eta + f < 0.02$) by stating that less than 2% of farmers took part in cultural transmission,
either by mating with hunter-gatherers or by teaching agriculture to them. Thus, about 98% of the population did not take part in cultural transmission. In this sense, cultural diffusion was of little importance. Therefore, the main conclusion of our work remains the same, regardless that we consider vertical, horizontal, oblique, or any combination of these three kinds of cultural transmission.

**Text S10. Calculation of the error bars of the percentages of haplogroup K**

For each sample (e.g. Syria PPNB, Anatolia, Hungary-Croatia Starčevo, etc.), we calculated the 80% confidence-level (CL) range of its percentage of haplogroup K (hereafter called %K), which we represent as error bars in Figs. 2-3, by bootstrap case resampling. In order to do so, we drew 10,000 random resamples from each original sample with replacement. Each resample had the same number of individuals as the original sample (e.g., 15 individuals for Syria PPNB, 28 for Anatolia, etc.). For these 10,000 resamples, we computed a histogram with the number of resamples versus their %K. Then, with 80% CL, the error bar is limited by the 10% and 90% quartiles of this distribution (i.e. the values of the %K below which there are 10% and 90% of the histogram resamples, respectively). We performed these calculations using Mathematica, and checked them using Excel.

However, this bootstrap method cannot be applied to the case of populations with 0%K (e.g., Portugal coastal Early Neolithic), simply because then there are no individuals with haplogroup K, so all bootstrap samples have 0 individuals with haplogroup K. This would yield a vanishing error bar for the estimation 0%K, which is not reasonable, for the following reason. For example, for the sites in the sample called 'Portugal coastal Early Neolithic' there are only 10 individuals. None of them has haplogroup K, so its frequency is obviously 0%. However, if we had e.g. 100 individuals, and none of them had haplogroup K, its frequency would again be 0% but with more certainty, i.e., the error bar should be narrower. Thus, assigning a vanishing error bar to samples with 0% of a haplogroup is not justified. In order to deal with such samples, we could begin by introducing reasonable assumptions, e.g. by adding noise to the data\textsuperscript{68-70}. However, such approaches would require hypotheses (on the kind of noise, its parameter values, etc.)\textsuperscript{68-70}. Clearly, it would be better to find a solution without introducing such assumptions. With this aim, we devised the following method.

Although our method is general, for clarity let us consider a specific sample we are interested in, e.g. 'Portugal coastal Early Neolithic'. As mentioned above, in this sample there are only 10 individuals and none of them carried haplotypes from haplogroup K, so the K frequency is 0%. For the sake of simplicity, as a first step, imagine 11 possible populations (each of them composed of a very large number of individuals), with percentages of individuals with haplogroups different than K (which we call "0" individuals) equal to 100%, 90%, 80%, ..., 20%, 10% and 0%. We call those populations $P_{100}$, $P_{90}$, ..., $P_{10}$, $P_0$, respectively (note that they have %s of the K haplogroup equal to 0%, 10%, ..., 90% and 100%, respectively). Imagine that we choose at random 1 of these 11 populations, next we choose 10 individuals at random from it, and it turns out that all of them are "0" individuals (i.e., none of them has haplogroup K, as in the case of 'Portugal coastal Early Neolithic'). In such a situation, obviously it is more likely that we have chosen the population $P_{100}$ than $P_{90}$, it is also more likely that we have chosen the
population $P_{90}$ than $P_{80}$, etc. But what are the exact probabilities that we have chosen each population? The probability of population $P_{100}$ for the situation considered (i.e., that in which all 10 individuals are "0") is

$$p(P_{100} \mid 0000000000) = \frac{p(P_{100} \cap 0000000000)}{p(0000000000)},$$  \hspace{1cm} (S30)

where the symbol $\cap$ denotes intersection, i.e. co-occurrence of the two events, and

$$p(P_{100} \cap 0000000000) = \frac{\text{number of cases } P_{100} \text{ and } 0000000000}{\text{number of total cases}},$$  \hspace{1cm} (S31)

$$p(0000000000) = \frac{\text{number of cases } 0000000000}{\text{number of total cases}},$$  \hspace{1cm} (S32)

and the number of total cases includes all 11 possible populations and all possible outcomes besides 0000000000 (e.g., 1000000000, 010000000, 1100000000, etc.). Similarly for the other populations,

$$p(P_{90} \mid 0000000000) = \frac{p(P_{90} \cap 0000000000)}{p(0000000000)},$$  \hspace{1cm} (S33)

$$p(P_{80} \mid 0000000000) = \frac{p(P_{80} \cap 0000000000)}{p(0000000000)},$$  \hspace{1cm} (S34)

etc. Clearly, since they refer to two independent events, the numerators in equations (S30), (S33), (S34), etc. are equal to the probability that we have chosen the considered population $P_i$ (namely $\frac{1}{11}$, because it has been chosen at random) times the probability that, if we have chosen this population, we have also chosen a sample in which all 10 individuals are "0". Thus

$$p(P_{100} \cap 0000000000) = \frac{1}{11} \cdot 1 = \frac{1}{11},$$  \hspace{1cm} (S35)

$$p(P_{90} \cap 0000000000) = \frac{1}{11} \cdot (0.9^{10}) = \frac{0.9^{10}}{11},$$  \hspace{1cm} (S36)

$$p(P_{80} \cap 0000000000) = \frac{1}{11} \cdot (0.8^{10}) = \frac{0.8^{10}}{11},$$  \hspace{1cm} (S37)

etc. By adding up these values, equation (S32) can be written as

$$p(0000000000) = \frac{1}{11} \left(1 + 0.9^{10} + 0.8^{10} + \cdots + 0.1^{10} + 0^{10}\right),$$  \hspace{1cm} (S38)

and we find the final result for population $P_{100}$ from equations (S30), (S35) and (S38) as

$$p(P_{100} \mid 0000000000) = \frac{1}{1 + 0.9^{10} + 0.8^{10} + \cdots + 0.1^{10} + 0^{10}} = 0.6705.$$  \hspace{1cm} (S39)

Similarly we find, for the other populations,

$$p(P_{90} \mid 0000000000) = \frac{0.9^{10}}{1 + 0.9^{10} + 0.8^{10} + \cdots + 0.1^{10}} = 0.2338,$$  \hspace{1cm} (S40)
As expected, the probability is highest for population \( P_{100} \) (i.e., for 0%K). The important point is that, in contrast to the bootstrap method with case resampling (which would predict that \( P_{100} \) is the only possible population), we have computed non-vanishing probabilities for the other populations (and they decrease with increasing %K, also as expected). Moreover, by adding equations (S39) and (S40), we find that

\[
p( P_{100} \mid 0000000000 ) + p( P_{90} \mid 0000000000 ) = 0.9043, \tag{S42}
\]

from which we can state that there is a probability of 90.43% that our sample comes from a population with a percentage of "0" individuals between 100% and 90%. In other words, we have found, with 90.43% confidence level, that our sample comes from a population in which the percentage of haplogroup K is in the range 0%-10%K. Note, however, that in this first computation (i.e., using 11 possible populations) there is a lot of uncertainty, because the closest possible result that we can possibly estimate would be obtained by adding \( p( P_{80} \mid 0000000000 ) \) to equation (S42) and then, the range of the percentage of "0" individuals would be between 100% and 80%, i.e., the upper limit of of the % of haplogroup K would be 20%K, rather than 10%K as above. Thus, it is safe to accept that there is an error of up to 10% in the estimation of percentages using 11 populations (another way to see this is simply to note that our 11 possible populations are separated by increases of 10%K). Therefore, our conclusion should be that, with 90.43% confidence level, the original population had a frequency in the range 0%-20%K.

Note also that, for the CL we are interested in, namely 80% (because this is the range used in the main paper), this first calculation does not lead to a precise range of the %K, because we can only estimate such a range with a 67.05% CL (using equation (S39)), with a 90.43% CL (using equation (S42)), etc. We next show that we can solve this problem by considering a larger number of possible populations.

Secondly, we repeat the previous procedure with 101 populations (instead of 11 as above), with percentages of "0" individuals equal to 100%, 99%, 98%, ..., 2%, 1% and 0 %. Thirdly, we repeat the same approach with 1,001 populations (with percentages 100%, 99.9%, ..., 0.1% and 0%). And fourthly, we do the same with 10,001 populations (with percentages 100%, 99.99%, ..., 0.01% and 0%). The results (obtained using the Mathematica computer program) are shown in Table S2.

As expected, the higher the number of populations, the lower the error of the estimated %K, and we can choose a CL closer and closer to 80%. Note also that each error bar is within the previous one, as it should (because an estimation with more populations, as designed above, is obviously more precise). From the last column we can safely conclude, with 80% CL, that the percentage of haplogroup K in a population for which we have measured a sample of 10 "0" individuals (i.e., in which none of the 10 individuals has the haplogroup K), is within the range 0%-14%. Thus we have applied the error bar 0-14%K to the sample 'Portugal coastal Early Neolithic' in the main paper.
Our method could be also applied to cases in which the haplogroup percentage is different from 0%, but calculations would be more tedious (because it is less straightforward to compute, e.g., the probability of 4 "0"s and 6 "1"s than to compute that of 10 "0"s). If the haplogroup percentage is different from 0%, we prefer to use the bootstrap approach because it is a reasonable method which makes it possible to compare directly to the error bars estimated by other authors (e.g., references 1,37).

Besides the sample ‘Portugal coastal Early Neolithic’ (which has 10 individuals, none of them with haplogroup K), in Fig. 2 (main paper) there is another sample with 0%K, namely ‘Romanian Late-Middle Neolithic’ (which has 9 individuals, none of them with haplogroup K). Repeating the same procedure as above for 9 (instead of 10) individuals, the result is that, with 80% CL, the percentage of haplogroup K in the original population is 0-15%K. The upper bound is higher than for 10 individuals, as it should, because with fewer individuals in a sample, inference about properties of the complete population (from which the sample has been drawn) is obviously more uncertain.

**Text S11. A more complicated simulation model**

In our main paper and in Text S5, the equations used to compute cultural transmission assume that both male and female hunter-gatherers are equally liable to form mixed couples with Neolithic individuals. However, ethnographic studies show that, in similar situations, mating takes place mostly between female hunter-gatherers and male farmers (see, e.g., reference 56). If only female hunter-gatherers can mate with farmers, then none of the HN couples will contribute haplogroup K to the Neolithic gene pool, because mtDNA is inherited only from the mother. Note, however, that taking this point into account will not modify the genetic contribution of HX couples (because none of the parents has haplogroup K) neither NX couples (because both N and X are farmers, so the female can be either of them), neither of course HH, NN nor XX couples. On the other hand, the maximum possible number of both HN and HX couples will be smaller (by 50%) than in the model in the main paper and Text S5, because only female HGs can take part in them. Therefore, some genetic impact could in principle be expected if using this more realistic approach. Here we take this point into account, by means of an alternative cultural transmission scheme described below. We find, however, that the change in the results is in fact minimal, so the conclusions in the main paper do not change. We will also suggest some intuitive explanations of why this effect is so small.
In this model (Program S2, available at the journal web or at http://copernic.udg.es/QuimFort/2017_08_07r_Program_S2.zip) only part of the hunter-gatherer population (the females) can mate with farmers, so we have to consider separate sub-populations for men and women. Let \( M_{HG}(x,y,t) \) and \( W_{HG}(x,y,t) \) stand for the number of hunter-gatherer men and women, respectively, present in a cell after dispersal (step 1 in the main paper, Materials and Methods). Therefore, the total number of hunter-gatherers in the cell is \( P_{HG}(x,y,t) = M_{HG}(x,y,t) + W_{HG}(x,y,t) \).

Likewise, let \( M_F(x,y,t) \) and \( W_F(x,y,t) \) stand for the farmer sub-populations of men and women, which are in turn divided into \( M_N(x,y,t) \) and \( W_N(x,y,t) \) for the farmer population with haplogroup K present in the cell, and \( M_X(x,y,t) \) and \( W_X(x,y,t) \) farmers that do not have haplogroup K. In the computer code we assume that initially there is gender balance in all populations, i.e. that there is the same number of males and females, and that in the new generations there is also equal probability to be born male or female.

**Cultural transmission**

The cultural transmission process (step 2 in the main paper, Materials and Methods, and detailed in Text S5) is now replaced by the following.

**Cross-matings between cultural groups.** For cells with Mesolithic and Neolithic individuals, we first compute the mixed couples by taking into account that only hunter-gatherer women can mate into the farmer community. Let us first find, for example, the probability for a hunter-gatherer woman to mate with a farmer man who has haplogroup K. Under random mating (same tendency to mate with a hunter-gatherer man than with a farmer man), this probability would be simply the fraction of men with haplogroup K (relative to the whole male population in the cell). However, in general, this probability will be reduced by the interbreeding parameter \( \eta \) which, when \( \eta < 1 \), favors mating within the same population over mixed matings. Therefore, the probability for a hunter-gatherer woman to mate with a farmer man who has haplogroup K is given by

\[
\eta \frac{M_N}{M_N + M_X + M_{HG}},
\]

where \( M_N + M_X + M_{HG} \) is the total male population in the cell. Multiplying this probability (S43) by the number of hunter-women, \( W_{HG} \), we find the corresponding number of mixed couples

\[
couples \ M_N W_{HG} = \eta \frac{W_{HG} \cdot M_N}{M_N + M_X + M_{HG}}.
\]

Similarly, we find for the number of matings to farmer men who do not have the haplogroup K

\[
couples \ M_X W_{HG} = \eta \frac{W_{HG} \cdot M_X}{M_N + M_X + M_{HG}}.
\]

Note that equations (S44)-(S45) are similar to equations (1)-(2) in the main paper, so we are actually applying vertical cultural transmission, but only to the subgroups liable to form mixed couples.
Analogously to the model used in our main paper (equation (S7)-(S9)), we next compute the number of farmer men and hunter-gatherer women who do not take part in the mixed matings above,

\[ M'_N = M_N - \text{couples } M_N W_{HG} \]  
\[ M'_X = M_X - \text{couples } M_X W_{HG} \]

\[ W'_{HG} = W_{HG} - \text{couples } M_N W_{HG} - \text{couples } M_X W_{HG} \]  

**Cross-matings between genetic groups of farmers.** We now compute the number of couples between farmer individuals of different genetic groups (\( N \) and \( X \)). Since some farmer men have mated with hunter-gatherer women, we now have fewer farmer men than farmer women (remember that we initially had gender balance). We can find the probability for a farmer man to mate with a farmer women of the other genetic group. This will now just be the fraction of women of the other genetic group (relative to all farmer women). As argued above equation (3) in the main paper, there is no reason to assume any preference toward or against matings within the same genetic group, and therefore we can assume \( \eta = 1 \) (random mating). As a result, the number mixed genetic couples within the farmer community are given by

\[ \text{couples } M_N W_X = \frac{M'_N \cdot W_X}{W_N + W_X}, \]  
\[ \text{couples } M_X W_N = \frac{M'_X \cdot W_N}{W_N + W_X}, \]  

where \( W_N + W_X = W_F \) is the total number of farmer women. Equations (S49)-(S50) are analogous to equation (S10) for the simpler model used in our main paper.

**Matings within groups.** Finally, the number of couples between farmers of the same genetic group is constrained by the number of unmated men (which are fewer in number than unmated women). In the same way, the number of couples between hunter-gatherers is constrained by the number of unmated women. Therefore,

\[ \text{couples } M_N W_N = M'_N - \text{couples } M_N W_X , \]  
\[ \text{couples } M_X W_X = M'_X - \text{couples } M_X W_N , \]

\[ \text{couples } M_{HG} W_{HG} = W'_{HG}. \]  

Note that, in contrast to the analogous equations in the simpler model applied in the main paper (equations (S11)-(S13)), here we do not need to divide by two because we are now dealing with men and women separately.
**Reproduction**

The following scheme replaces the reproduction step in the main paper (Materials and Methods) and Text S5. We apply the following rules. (i) Each couple will have $2R_{0,i}$ children, because $R_{0,i}$ is computed per individual and there are two individuals per mating. However, the net growth rate $R_{0,i}$ is different for farmers and HGs ($i = F, HG$). Applying that the children from cross matings between HG and F will be farmers, we use $R_{0,HG} = 1$ for matings in which both parents are HGs (assuming that the HG population is stationary), and $R_{0,F} = 2.45$ for HN, HX, NN, XX and NX matings. (ii) Since mtDNA is inherited from the mother, all the children from each couple will become part of the same genetic group as the mother. (iii) We assume equal probability for the children being male or female, so 50% of the new population will be men and the other 50% women. Under these three rules, the number of men and women in the next generation is given by

$$M_{HG}(t+1) = W_{HG}(t+1) = R_{0,HG} \cdot \text{couples}_{HG} W_{HG}, \quad (S54)$$

$$M_{N}(t+1) = W_{N}(t+1) = R_{0,F} (\text{couples}_{N} W_{N} + \text{couples}_{X} W_{X}), \quad (S55)$$

$$M_{X}(t+1) = W_{X}(t+1) = R_{0,F} (\text{couples}_{X} W_{X} + \text{couples}_{N} W_{X} + \text{couples}_{X} W_{HG}).$$

These equations are analogous to equations (S14)-(S16) for the simpler model applied in the main paper. Note that the couples HN appear in equation (S15) but not in equation (S55), because here all HGs in those matings are women and their mtDNA haplogroup is inherited by their children (so none of the latter will have haplogroup K and, therefore, never belong to population N but always to X). Finally, although this is not necessary to perform the simulations, using equation (S46)-(S48) into (S51)-(S53) and the results into (S54)-(S56) we can relate the population numbers at generation $t+1$ to those at the previous generation $t$,

$$M_{HG}(t+1) = W_{HG}(t+1) = R_{0,HG} (W_{HG}(t) - \text{couples}_{N} W_{HG} - \text{couples}_{X} W_{HG}), \quad (S57)$$

$$M_{N}(t+1) = W_{N}(t+1) = R_{0,F} (M_{N}(t) - \text{couples}_{N} W_{HG} - \text{couples}_{X} W_{HG} + \text{couples}_{N} W_{X}), \quad (S58)$$

$$M_{X}(t+1) = W_{X}(t+1) = R_{0,F} (M_{X}(t) - \text{couples}_{X} W_{N} + \text{couples}_{N} W_{X} + \text{couples}_{N} M_{HG}), \quad (S59)$$

which are analogous to equations (S17)-(S19) for the simpler model used in the main paper.
**Simulation results**

If we apply this new cultural transmission-reproduction scheme to the same initial conditions as in the main paper, we obtain basically the same results, as can be observed by comparing Fig. S19 below to Fig. S12 (i.e., Fig. 3 in the main paper). The absolute differences between the predicted fractions of individuals with haplogroup K are lower than 0.002. Therefore, although the scheme used in the main paper is more simplified, its results are close enough to those obtained here to validate the use of such an approximation. Also, because both models yield nearly the same results, the conclusions of the paper remain unchanged.

The fact that the refined model (this section) and the approximate one (main paper and Text S5) lead to much the same results does not seem very surprising, for the following reasons. It is true that in the more refined model (this section) only female hunter-gatherers (without haplogroup K) are incorporated into the farming populations (thus all of their children lack haplogroup K), whereas in the approximate model (main paper and Text S5) additional (male) hunter-gatherers are also incorporated. However, the children of the latter do not always have haplogroup K (they will have it if the mother belongs to group N, but not if she belongs to group X). Thus the $HN$ matings that are not taken into account in the more refined model (this section) lead not only to children who have haplogroup K, but also to children who do not have in the approximate model (main paper and Text S5). Then it seems reasonable that the effect of this refinement on the percentage of haplogroup K is small. Moreover, the genetic contribution of most matings (i.e., $HX$, $NX$, $HGHG$, $NN$ and $XX$) is unaffected by this refinement in the model. Another difference is that the maximum possible number of $HN$ and $HX$ matings is lower in the model in this section (because only women HGs and men farmers take part in them), but again all other matings (i.e., $NX$, $HGHG$, $NN$ and $XX$) are unaffected and, moreover, in our simulations we have observed that the percentage of haplogroup K becomes almost constant many generations before all possible matings with HGs have taken place (i.e., before the local HGs extinguish in the model in the main paper and Text S5, or before the local HG women extinguish in the model in this section).
Figure S19. This figure is the same as Fig. S12 (i.e., Fig. 3 in the main paper), but applying the more refined model in Text S11. It shows the percentage of mtDNA haplogroup K present in the farmer population as a function of distance to Syria. Black squares correspond to the measured data. Lines correspond to the results of the simulations, using the model in Text S11, for several values of the interbreeding parameter $\eta$. The results that follow from this more precise model are almost the same as those from the model used in the main paper (compare this figure to Fig. S12, i.e. Fig. 3 in the main paper).

Text S12. Approximate, one-dimensional model

In this work we have concluded that a value of the interbreeding parameter $\eta$ as low as $\eta = 0.02$ (which is very small, as compared to the maximum possible value $\eta = 1^{57}$) explains the observed cline of haplogroup K in aDNA data (main paper, Fig. 3). In order to perform a check to the validity of this new result, we conceived an approximate, simpler model as follows. The model in the main paper (detailed in Text S5), as well as the more elaborate one in Text S11 above, considers a two-dimensional (2D) grid, and distinguishes sea, mountain, coast and inland cells to simulate a real map of Europe. On this 2D grid, individuals are exchanged between cells via sea travels (up to 150 km, as implied by archaeological data; see Text S6) and also via inland travels (of 50 km, as implied by ethnographic data$^{52}$). We reasoned that, since sea travels can be substantially longer than inland travels, a one-dimensional (1D) model (representing the Mediterranean coast) could be a simpler way to describe roughly the dynamics of the system. Although this is admittedly a simplification, and will obviously lead to less precise results, it seems reasonable to expect that it can be useful to check the main conclusion of our work (namely, that $\eta \ll 1$, as explained above).
In this one-dimensional model (Program S3, available at the journal web or at http://copernic.udg.es/QuimFort/2017_08_07r__Program_S3.zip) we assume a line of 150 nodes, each one separated 150 km from their two neighbors. This corresponds to a total of 22,350 km between the two extreme nodes (150 km multiplied by 149 jumps between nodes). As in the main model, initially only one node has Neolithic population (3,200 individuals) but no Mesolithic population, and all other nodes have no Neolithic population and 160 Mesolithic individuals per node (values obtained from ethnographic data and the area of a cell in the main model). From the node with Neolithic individuals, the Neolithic population expands along the line (which corresponds to the Mediterranean coast) by performing, each generation, the steps of population dispersal, cultural transmission and reproduction. The latter two steps are treated here in the same way as in the main paper (detailed in Text S5). Dispersal, on the other hand, needs to be treated differently because of the unidimensionality of space.

**Dispersal**
The nodes in the 1D grid (this section) are equivalent to coastal nodes in the 2D grid (main paper and Text S5). The population present at a coastal cell in the 2D model can stay with a 38% probability (persistence), or it can travel either inland or by sea (with the number of individuals taking each route depending on the number of sea neighbors). In general, in the 2D model we have three possibilities (we ignore the cases where a neighbor is a mountain cell), depending on the number of sea neighbors: (i) one sea neighbor implies that 25% of the population that travels (15.5% of the total population, computed as $(1/4)(1 - p_e)$) moves by sea, (ii) two sea neighbors means that 50% of the traveling population (31% of the total population, computed as $(1/2)(1 - p_e)$) will travel by sea, and (iii) three sea neighbors means that 75% of the traveling population (46.5% of the total population, computed as $(3/4)(1 - p_e)$) will travel by sea.

In the approximate 1D model (this section), we are only considering sea travel. In contrast, in the 2D model (main paper and Text S5) we consider both sea and inland travel. For this reason, obviously in the 1D model if we allowed for all of the population that can travel (62% of the cell population) to migrate by sea, the speed of the front would largely overestimate the results obtained with the more realistic 2D model (which agree with the archaeological data, see Text S6). In addition, nodes in the 1D model are separated 150 km, so shorter jumps are not possible. In contrast, in the 2D model not all of the population that travels by sea moves 150 km away from the origin, because part of it moves to closer coastal locations. Therefore, for the 1D model to provide equivalent results, it is important that a lower fraction of the population travels by sea, so that the results are realistic. This implies that part of the population has to disappear from the system in the 1D model, in order to take care of the fraction of the population that travels inland (and, therefore, does not contribute to the coastal expansion) in the 2D model. Hence, in our 1D model a fraction $\alpha (1 - p_e)$ of the population travels by sea, and a fraction $(1 - \alpha)(1 - p_e)$ of the population disappears. We find by trial and error a fair approximation to the value of $\alpha$ by setting the following constraint. For the 1D model to be a good approximation of what happens in a real geography, the arrival times for the 1D and the 2D models must be the same. We have chosen a coastal cell as a test origin for the 2D model, and a cell located 5,100 km away (distance measured along the coast) to calibrate the 1D model (5,100 km correspond to 34 jumps of 150 km each). As in Text S6, the arrival time of the Neolithic to a cell is recorded by the simulations as the time
when the population of farmers is 10% of its saturation value. In the 2D model, and with jumps of 150 km, a node located at 5,100 km is reached within 75 generations. With the 1D model, a node located 5,100 km away from the origin (i.e., 34 cells away) is reached within 52 generations if we assume that \((1/2)(1 - p_e)\) individuals travel by sea, within 69 generations if \((1/3)(1 - p_e)\) individuals travel by sea, and within 83 generations if we assume that \((1/4)(1 - p_e)\) individuals travel by sea. This allows us to fine tune the best approach to a fraction of the population that must travel by sea in the 1D model to 0.3 \((1 - p_e)\), which yields an arrival time within 75 generations, equivalent to the one measured in the 2D model.

Therefore, in the dispersion process of the 1D model, 38% of the population stays in the same node, and a fraction 0.3 of the remaining population \((0.3(1 - p_e))\), i.e. 18.6% of the total population) will travel by sea, half of them forward and the other half backward (similarly to the 2D model, where all possible destinations receive equal fraction of the sea travelling population). The rest of the population, as mentioned above, disappears from the system, representing the population that would travel inland (in the 2D model).

**Simulation results**

We now run the 1D model (Program S3) and the 2D one (Program S1), under the initial condition observed from ancient mtDNA data in Syria, namely that 40% of the initial farmer population has haplogroup K, and we compare the results at several distances from the origin. For the 2D model, we choose a coastal node as origin and measure the distances along the coast, rather than with straight lines.

We show the results for several values of \(\eta\) in Fig. S20, where we have measured the fraction of the population with haplogroup K at several locations, 10 generations after the local Neolithic arrival (according to the simulations). From Fig. S20 we can see that the 2D model (lines + symbols) always predicts a lower fraction of population with haplogroup K than the 1D model (lines). However, given that the 1D model is just an approximation, it is interesting to see that the results from both models have similar behaviors and are close enough, so the 1D model is a useful check of the results of the 2D model (especially, the conclusion that very low values of \(\eta\) are necessary in order for the genetic cline to extend across a distance similar to that from Syria to Portugal).
Figure S20. Percentage of mtDNA haplogroup K present in the farmer population that disperses along the coast, as a function of distance to an origin coastal node. Lines correspond to the approximate 1D model developed in Text S12. Lines with symbols correspond to the 2D model on a real map of Europe used in the main paper. All results are measured 10 generations after the local arrival of the Neolithic front (according to the simulations).

Text S13. The speed of waves of advance in homogeneous space

In order to perform a check of our simulations we recall that, in two-dimensional homogeneous space (i.e., without seas neither mountains), the speed of the waves of advance of farmers corresponding to our reproduction-dispersal-interbreeding scheme is $^{57}$
\[
\text{speed} = \min_{\lambda > 0} \frac{\ln \{ R_{0,F} (1 + \eta) [p_e + (1 - p_e) I_0(\lambda r)] \}}{T \lambda},
\]  

(S60)

where \( I_0(\lambda r) \) is the modified Bessel function of the first kind and order zero, \( r \) is the average distance that an individual moves per generation, \( R_{0,F} \) is the net reproduction rate for farmers, \( p_e \) is the persistence, and \( T \) is the generation time. Figure 21 shows the results (lines) obtained from equation (S60) when using the same values as in the main paper, Materials and Methods, i.e. \( r = 50 \) km \(^{52,55} \), \( R_{0,F} = 2.45 \) \(^{54} \), \( p_e = 0.38 \) \(^{52} \) and \( T = 32 \) yr \(^{51} \).

We performed additional simulations using, instead of a map of Europe, a homogeneous grid of land nodes (i.e., without sea-travel neither mountain barrier effects), as we did in Fig. S18. However, in order to compare to equation (S60), now we will analyze the spread rate of the front (not the genetic cline as in Fig. S18). We perform our simulations with Program S5 (available at the journal web or at http://copernic.udg.es/QuimFort/2017_08_07r__Program_S5.zip), which performs the same logic as Program S1 (Text S5), but on a homogeneous grid where the Neolithic spreads from its center (Program S5 differs from Program S4, Text S8, in how the initial conditions are set). Initially there are hunter-gatherers (at their saturation density) in all cells but the central one, where there are only farmers (also at their saturation density). Since we are now only interested in the arrival time, the genetic composition of the initial farming population does not affect the results, so we set it at 100%K. In each simulation, a wave of advance of farmers propagates outwards from the center of the grid. In order to determine its speed, for each cell along the x-axis we record the time when the farmer population reaches a population number equal to 10% of its saturation value (however, the wave-of-advance speed is not affected by this percentage, i.e. we would obtain the same speeds by using, e.g., 90%). The speed is then computed as the slope of the linear fit of the distances from the origin versus arrival times. Figure S21 shows the speed of the waves of advance along the horizontal direction (symbols), obtained from those simulations, as a function of the interbreeding parameter \( \eta \) (with \( 0 \leq \eta \leq 1 \), see main paper, Materials and Methods, Cultural transmission). Errors are below 6% (see Data S5), which is reasonable because, in contrast to equation (S60), which assumes a continuous space, simulations are necessarily performed on a grid, i.e., using only a finite number of spatial locations. This confirms the validity of our simulations.
Figure S21. Predicted front speed from the computational model (Program S5) and an analytical approximation on a homogeneous grid. Our simulations on a homogeneous grid, i.e. without seas nor mountains (symbols), agree with and the corresponding analytical formula, Eq. (S60) (curve). This is a useful check of our simulations. All results have been obtained using $r = 50$ km$^{52,55}$, $R_{0,F} = 2.45$ $^{54}$, $p_e = 0.38$ $^{52}$ and $T = 32$ yr$^{51}$.

Text S14. Pre-Neolithic haplogroups in Neolithic communities

The analysis performed in the main paper indicates, based on the variation of the mitochondrial haplogroup K, that the Neolithic expansion was mostly demic, although with a low contribution of cultural diffusion. Under these circumstances, in addition to the decay in the presence of haplogroup K, we should also be able to observe an increase in the presence of hunter-gatherer haplogroups in the Neolithic communities. Mitochondrial DNA from hunter-gatherers in Central-European was limited to haplogroups U, U4, U5 and U8 $^{1,35,42,71}$. These lineages showed also a high frequency among the western Mediterranean hunter-gatherers $^{72,73}$, but the latter also presented important frequencies of haplogroup H lineages $^{1,72}$; especially haplogroups H1 and H3, which are related to a post glacial expansion from an Iberian refugium $^{73,75}$ (in central Europe, on the other hand, H lineages are linked to the spread of the Neolithic $^{76}$).
Figure S22 shows the percentage of hunter-gatherer haplogroups (i.e., haplogroups U, U4, U5 and U8 for regions in the Near East and Eastern and Central Europe, and haplogroups U, U4, U5, U8, H1 and H3, for regions in Iberia and Southern France) with their error bars, for the same regions as in Fig. 2 in the main paper. In Fig. 2, we have fitted a straight line because this is the simplest fit such that it crosses all error bars of the oldest Neolithic cultures (squares and circle). However, this is not possible for Fig. S22, so we fit more appropriate curves, namely a power and an exponential function. This is reasonable since, as we mentioned in the main text, there is no reason why a genetic cline should be linear, and we could actually also fit a decreasing power or exponential curve to Fig. 2. We see that both fits in Fig. S22 show that the percentage of hunter-gatherer lineages present in the Early Neolithic populations increases with distance once the Neolithic front reaches the Central European area (Region ‘3 Hungary-Croatia Stracevo’), which agrees with our hypothesis that the hunter-gatherer contribution to the Neolithic pool would have increased away from the origin of expansion.

**Figure S22.** Observed percentage of hunter-gatherer mtDNA haplogroups as a function of the great-circle distance from Ras Shamra (Syria). The haplogroups considered in all regions are U, U4, U8 and U8, while haplogroups H1 and H3 are also included in western Mediterranean regions: 6 North-Eastern Spain Cardial, 7 Spain Navarre, 8 Portugal coastal Early Neolithic and 21 South-Eastern France Treilles. Each number denotes the same cultures as in Fig. 1 (as in Fig. 2, regions with fewer than 8 individuals have been ignored to avoid very large error bars). The solid and dashed lines are regression fits to the 8 oldest regional data (squares) and the oldest data in Sweden (circle). Error bars display 80% confidence-level intervals (see Materials and Methods, Statistical analysis).
In Fig. S22, for distances below 2,000 km the two considered fits show different behaviors, both consistent with the data and their error bars, and both yielding a similar goodness of fit. Therefore, it is not possible to establish which fit is more reasonable. But this does not change our conclusion that the percentage of HG haplogroups increases with distance, as expected. Our results in the main paper attempt to provide an estimation of the average intensity of cultural diffusion at the continental scale, i.e., our purpose is to analyze the overall process, not regional differences. However, it is worth to note that recent studies have suggested that the effect of cultural diffusion increased as farmers spread to further locations\textsuperscript{77}, which would agree nicely with our observations in Fig. S22.

From Fig. S22 we can also see that, in general, in later periods (triangles) the presence of hunter-gatherer haplogroups increases, since most triangles are located above the lines fitting the data for Early Neolithic populations (black squares and circle). This behavior is consistent with the conclusion in our main paper that after the first arrival, the farmer populations continue incorporating local hunter-gatherer individuals, and therefore the presence of hunter-gatherer haplogroups in the Neolithic populations should increase (as observed in Fig. S22).

We would like to stress that the observed increase at longer distances is not an artificial effect of including H lineages; if we considered only U lineages we would again obtain an increase of hunter-gatherer haplogroups in the early farmer populations, as shown in Fig. S23.

\textbf{Figure S23.} Observed percentage of U haplogroups in Neolithic populations as a function of the great-circle distance from Ras Shamra (Syria). Labels denote the same cultures as in Fig. 1 (as in Fig. 2, regions with fewer than 8 individuals have been ignored to avoid very large error bars). The solid and dashed lines are regression fits to the 8 oldest regional data (squares) and the oldest data in Sweden (circle). Error bars display 80% confidence-level intervals (see Materials and Methods, Statistical analysis).
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